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Abstract

This thesis provides an in-depth study of the properties of pseudo-distributive laws

motivated by the search for a unified framework to model substitution and variable

binding for various different types of contexts; in particular, the construction presented

in this thesis for modelling substitution unifies that for cartesian contexts as in the work

by Fiore et al. and that for linear contexts by Tanaka.

The main mathematical result of the thesis is the proof that, given a pseudo-monad

S on a 2-category � , the 2-category of pseudo-distributive laws of S over pseudo-

endofunctors on � and that of liftings of pseudo-endofunctors on � to the 2-category

of the pseudo-algebras of S are equivalent. The proof for the non-pseudo case, i.e., a

version for ordinary categories and monads, is given in detail as a prelude to the proof

of the pseudo-case, followed by some investigation into the relation between distribu-

tive laws and Kleisli categories. Our analysis of distributive laws is then extended

to pseudo-distributivity over pseudo-endofunctors and over pseudo-natural transfor-

mations and modifications. The natural bimonoidal structures on the 2-category of

pseudo-distributive laws and that of (pseudo)-liftings are also investigated as part of

the proof of the equivalence.

Fiore et al. and Tanaka take the free cocartesian category on 1 and the free sym-

metric monoidal category on 1 respectively as a category of contexts and then consider

its presheaf category to construct abstract models for binding and substitution. In this

thesis a model for substitution that unifies these two and other variations is constructed

by using the presheaf category on a small category with structure that models contexts.

Such structures for contexts are given as pseudo-monads S on Cat, and presheaf cate-

gories are given as the free cocompletion (partial) pseudo-monad T on Cat, therefore

our analysis of pseudo-distributive laws is applied to the combination of a pseudo-

monad for contexts with the cocompletion pseudo-monad T . The existence of such

pseudo-distributive laws leads to a natural monoidal structure that is used to model

substitution. We prove that a pseudo-distributive law of S over T results in the com-

posite TS again being a pseudo-monad, from which it follows that the category TS1

has a monoidal structure, which, in our examples, models substitution.

iii



Acknowledgements

I would like to thank my supervisors Gordon Plotkin and John Power for their guidance

and support throughout these four years. Special thanks to John Power for his help and

encouragement; I would not have come to Edinburgh without him.

Gordon and Stuart Anderson, who gave me some financial support in the first year

of my study and Gordon also did so in my fourth year. Jane Hillston, and also Gordon,

for helping me to sort out the difficulty I was caught in at one point during the four

years. Everything went perfectly smoothly after this breakthrough.

And all my friends and my colleagues who shared time with me in Edinburgh and

at LFCS; four years is a long time and people come and go, so there are too many

to name, but without any one of them my time in Edinburgh would not have been

as pleasant and enjoyable. Thanks also to my friends in Japan and other parts of the

world.

I would like to express my deepest gratitude to late Professor Yahiko Kambayashi

in Kyoto University for his constant encouragement I received from the very beginning

of my experience in computer science.

I would also like to thank my parents for their moral support and their positive way

of thinking: Britain is not so far away from Japan after all. And big thanks to Antonio,

I would not have survived the intensity of the last few months of my PhD without your

help.

I received the financial supported by the College of Science and Engineering and

the Overseas Research Student Award. The diagrams in this thesis are composed using

Paul Taylor’s diagrams package.

iv



Declaration

I declare that this thesis was composed by myself, that the work contained herein is

my own except where explicitly stated otherwise in the text, and that this work has not

been submitted for any other degree or professional qualification except as specified.

(Miki Tanaka)

v





Table of Contents

1 Introduction 1

1.1 History and motivations . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Variable binding and substitution . . . . . . . . . . . . . . . 1

1.2 Developments so far . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 The aim of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Preliminaries 11

2.1 Monads and their algebras . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 2-Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Pseudo-monads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 The 2-category of pseudo-T -algebras . . . . . . . . . . . . . . . . . . 25

2.4.1 The 2-category Ps-T-Alg . . . . . . . . . . . . . . . . . . . . 27

2.5 Bicategories and bimonoidal bicategories . . . . . . . . . . . . . . . 28

3 Distributive Laws 33

3.1 Distributivity of a monad S . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Lifting to S-Alg . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3 From liftings to distributive laws . . . . . . . . . . . . . . . . . . . . 38

3.4 From distributive laws to liftings . . . . . . . . . . . . . . . . . . . . 41

3.5 Proving the isomorphism . . . . . . . . . . . . . . . . . . . . . . . . 43

3.6 Lifting of H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.7 Distributive laws of S over monads . . . . . . . . . . . . . . . . . . . 47

3.7.1 Lifting a monad to S-Alg . . . . . . . . . . . . . . . . . . . . 48

vii



3.7.2 Isomorphism for the monad case . . . . . . . . . . . . . . . . 50

3.8 The composite monad TS . . . . . . . . . . . . . . . . . . . . . . . . 52

3.8.1 Comparison between the algebras . . . . . . . . . . . . . . . 54

4 Kleisli Category and Distributive Laws 65

4.1 Distributivity over a monad T . . . . . . . . . . . . . . . . . . . . . . 66

4.2 Extension of S to the Kleisli Category . . . . . . . . . . . . . . . . . 67

4.2.1 Some properties of Kleisli categories . . . . . . . . . . . . . 67

4.2.2 Extension to Kl(T) . . . . . . . . . . . . . . . . . . . . . . . 69

4.3 From extensions to distributive laws . . . . . . . . . . . . . . . . . . 72

4.4 From distributive laws to extensions . . . . . . . . . . . . . . . . . . 74

4.5 Isomorphism between DistT and ExtKl(T) . . . . . . . . . . . . . . . . 75

4.6 Extension of H2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.7 Categories Distmonads
T and Extmonads

Kl(T) . . . . . . . . . . . . . . . . . . . 76

4.8 Restricting isomorphisms . . . . . . . . . . . . . . . . . . . . . . . . 77

4.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Pseudo-Distributive Laws I 81

5.1 The 2-category Ps-DistS . . . . . . . . . . . . . . . . . . . . . . . . 83

5.1.1 Pseudo-distributive laws over pseudo-endofunctors . . . . . . 83

5.1.2 Pseudo-distributive laws over pseudo-natural transformations 84

5.1.3 Pseudo-distributive laws and modifications . . . . . . . . . . 85

5.1.4 The 2-category Ps-DistS . . . . . . . . . . . . . . . . . . . . 86

5.2 The 2-category LiftPs-S-Alg . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2.1 Lifting of a pseudo-endofunctor H to Ps-S-Alg . . . . . . . . 87

5.2.2 Lifting pseudo-natural transformations . . . . . . . . . . . . . 89

5.2.3 Lifting modifications . . . . . . . . . . . . . . . . . . . . . . 90

5.2.4 The 2-category LiftPs-S-Alg . . . . . . . . . . . . . . . . . . . . 90

5.3 From liftings to pseudo-distributive laws . . . . . . . . . . . . . . . . 91

5.3.1 Pseudo-S-algebra µA . . . . . . . . . . . . . . . . . . . . . . 91

5.3.2 0-cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.3.3 1-cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

viii



5.3.4 2-cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.4 From pseudo-distributive laws to liftings . . . . . . . . . . . . . . . . 99

5.4.1 0-cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.4.2 1-cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.4.3 2-cells . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.5 Proving the equivalence . . . . . . . . . . . . . . . . . . . . . . . . . 103

6 Composing Pseudo-Distributive Laws 107

6.1 Monoidal structure on DistS . . . . . . . . . . . . . . . . . . . . . . . 108

6.2 The structure on Ps-DistS . . . . . . . . . . . . . . . . . . . . . . . . 111

6.2.1 The 2-category of pseudo-endofunctors Ps-Endo�� � . . . . . 112

6.2.2 The structure on LiftPs-S-Alg . . . . . . . . . . . . . . . . . . . 114

6.2.3 The structure on Ps-DistS . . . . . . . . . . . . . . . . . . . . 116

6.3 Equivalence of bimonoidal categories . . . . . . . . . . . . . . . . . 118

7 Pseudo-Distributive Laws II 121

7.1 Pseudo-distributive laws over pseudo-monads . . . . . . . . . . . . . 122

7.2 Lifting a pseudo-monad to Ps-S-Alg . . . . . . . . . . . . . . . . . . 127

7.3 Equivalence for the pseudo-monad case . . . . . . . . . . . . . . . . 128

7.4 Composite pseudo-monad TS . . . . . . . . . . . . . . . . . . . . . . 130

8 An Application : Substitution Monoidal Structure 133

8.1 Examples : Pseudo-monads and pseudo-algebras . . . . . . . . . . . 135

8.2 Examples : Pseudo-distributive laws . . . . . . . . . . . . . . . . . . 137

8.3 Strength and monoid structure . . . . . . . . . . . . . . . . . . . . . 139

8.4 Pseudo strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

8.5 Monoidal structure on T1 . . . . . . . . . . . . . . . . . . . . . . . . 149

8.6 Examples : Substitution monoidal structures . . . . . . . . . . . . . . 150

9 Conclusions and Further work 153

9.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

9.2 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

9.2.1 Syntactic aspects . . . . . . . . . . . . . . . . . . . . . . . . 155

ix



9.2.2 Other possibilities . . . . . . . . . . . . . . . . . . . . . . . 158

Bibliography 161

x



Chapter 1

Introduction

1.1 History and motivations

1.1.1 Variable binding and substitution

Issues surrounding variable binding and substitution have always been an important re-

search topic throughout the history of computer science. Variable binding is a situation

where a variable becomes associated with another symbol, typically denoting an oper-

ation, or, conceptually equivalently, a function, and as the result of this association, the

variable loses its full distinction as a symbol and becomes only distinguishable relative

to the symbol with which it is associated. Drawing an example from some simple math-

ematics, consider an expression x� a, where both x and a denote variables, although

the implicit intention in the choice of symbols is rather clear here. Then suppose we

name this expression f using � and at the same time associate the symbol x with this

symbol f . A typical representation of this situation is the expression f �x� � x�a. We

say that the variable x is bound in the expression x�a on the right hand side. We can

apply the same discussion to an expression y�a to obtain the expression f �y� � y�a.

Then these two resulting expressions are indistinguishable, in the sense that both x and

y are associated with f in exactly the same way, and hence, having lost the distinc-

tion as symbols they render the two expressions indistinguishable. This phenomenon

has traditionally called α-equivalence in the study of λ-calculi, where the function

f �x� � x� a is namelessly denoted by an expression λx�x� a. Again, we say that the

1



2 Chapter 1. Introduction

variable x is bound by λ and call x a bound variable.

We have yet to define the precise meaning of “associating” a symbol with another,

which can be done in more than one way as we see later, but the most common way is

to regard such an f as higher-order, with the associated symbols as formal parameters

for the function.

Now, with a function and formal parameters, the next thing to consider is applying

an argument to a function. Given a function f �x� � x� a and an argument, say, b,

the value f �b� of this argument applied to this function is b� a, where the actual

argument b is substituted for the formal parameter x. In the λ-calculus terminology,

the application of an argument to a function is denoted by juxtaposition, i.e., in this

case, �λx�x� a�b. Substituting the argument b for the bound variable x is represented

as �x�a��b�x�, which is equal to the value of the application b�a. The representation

M�N�x� for expressions M and N and a variable x should read “the expression obtained

as the result of substituting N for all the x’s appearing in M”. We defer the precise

definition of substitution for later, but what one has to be cautious in the definition is

to consistently take care of situations where variables appearing in the expression to

be substituted might become bound as the result of substitution, for example, consider

the case of �λy�x� y��y�x�. When the substitution is interpreted as application of an

argument to a function, this should not be allowed in general, and M�N�x� should be

defined accordingly. This is usually done by using α-conversion, i.e., by renaming the

relevant bound variables in the function body.

Manipulation of symbols at this level of complexity presents unexpectedly difficult

problems particularly when we want to process such expressions automatically, i.e.,

using computers, because one needs to formulate precisely and properly how sym-

bols are associated and how and when symbols are distinguished or not distinguished.

Moreover, this needs to be done in a “good” way in order for us to make use of the syn-

tactic nature of the expressions. Plenty of effort has been put into this area of research

to establish a good model of variable binding and substitution [dB72, Sto88].

Recently there has been some new developments in the direction of category-

theoretic models. In [FPT99, Hof99] presheaf categories were used as the basis for the

representation of syntax with variable binding. Meanwhile, Pitts and Gabbay [GP99]
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proposed the use of Fraenkel-Mostowski set theory, and then the Schanuel topos. Our

focus in the following is the first direction, which was also studied in a modified setting

for linear binding by Tanaka [Tan00].

1.2 Developments so far

Around 1970, Kelly introduced the notion of club [Kel72a] in order to deal with co-

herence theorems for category theory.

We will not go into any details on clubs here, except to remark that almost thirty

years later Fiore et al. [FPT99] used a structure that is a variant of clubs, to provide

binding algebras to model variable binding and monoidal structure to model substi-

tution. Using �, the category freely generated from 1 by adding finite coproducts,

as the category of contexts, they built their model of variable binding, called binding

algebra, on the presheaf category Set� . The main analogy is that instead of algebras

over sets as in universal algebra here one considers binding algebras over variable sets,

which are modelled by presheaves. The presheaf category Set� inherits finite product

structure from �op . This structure is a restriction of Kelly’s club and it is a conceptual

improvement in choice, for the application to computer science.

The kind of binding discussed in that paper is the one which is most common, but

it is natural to think of other variations in binders, as in [Tan00], where linear binders

are considered. In that paper, binding algebra and substitution monoids are adapted to

the case of linear binders, using the free symmetric monoidal category � on 1. The

resulting structure is again closely related to Kelly’s original clubs, being a variant of

his clubs over �.

Having seen these developments in modelling different kinds of binders, Power

[Pow03] recently described an idea of unifying these structures for different kinds of

binders by providing a category-theoretic framework along the lines of [Tan00]. That

not only includes the two examples, but it also allows one to consider a wider variety

of examples, including, in particular, that given by that Logic of Bunched Implica-

tions [Pym02].
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1.3 The aim of this thesis

The paper [Pow03] is based on the definition of a pseudo-distributive law between

pseudo-monads given in [Mar99]. However, the definition given in [Mar99] is incom-

plete, in the sense that one of the coherence axioms is missing and the duality in those

axioms is not reflected in the presentation.

The aim of this thesis is to provide a solid technical foundation for the above idea

by Power by studying in detail pseudo-distributive laws between pseudo-monads and

giving their full coherence axioms. A complete and definitive definition of pseudo-

distributive laws is given, together with a detailed investigation of some of their prop-

erties, followed by a brief investigation of substitution as a main example of its use, in

particular in association with cartesian binders, linear binders and binders of Bunched

Implications.

For ordinary monads, given two monads S and T on a category � , a distributive law

δ of S over T is a natural transformation δ : ST � TS such that certain commutative

diagrams involving the multiplications and units of both S and T are satisfied. But what

we need is the notion of pseudo-distributive law rather than that of distributive law.

The “pseudo-ness” arises as follows: Take the 2-monad Tf p on Cat for finite product

structure which will be discussed in Section 8.1. Given a small category �, Tf p� is a

free category with finite products on �. Let FP be the category of small categories with

finite products and product-preserving functors. We claim that FP is equivalent, not to

the category of Tf p-algebras, but to the category of pseudo-Tf p-algebras. There is an

obvious forgetful functor U from FP to Cat. Now consider if this U has a left adjoint.

If there exists a left adjoint F , since F preserves colimits and Cat has an initial object

0, the value F0 should be an initial object in FP. But this is not the case because FP

does not have an initial object. For consider the category Iso of a pair of objects and an

isomorphism between them. Any category with finite products has at least two finite

product preserving functors into it. Therefore it is essential here to have pseudo-ness

in the structure, more precisely, the notion of pseudo-maps is crucial here. We choose

to deal with pseudo-algebras, too.

The central result about ordinary distributive laws is the equivalence between a

distributive law δ : ST � TS and a lifting of T to S-Alg. But in our examples, what
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we have is Ps-S-Alg, the 2-category of pseudo-S-algebras. So, correspondingly, we

must generalise from an ordinary distributive law to a pseudo-distributive law. For

a pseudo-distributive law, we need to consider a pseudo-natural transformation to-

gether with invertible modifications replacing equality in the commutative diagrams,

and these modifications are subject to several coherence conditions, which usually are

very complex.

Now consider the composite TS determined by a pseudo-distributive law ST � TS.

Although the examples of pseudo-monads that we study later in this thesis are actually

2-monads regarded as pseudo-monads, we cannot avoid pseudo-monads because the

composite of 2-monads has the structure of a pseudo-monad, not of a 2-monad. This

result is essential in our construction, hence we choose to develop our discussion at the

level of pseudo-monads from the start.

We study the properties of pseudo-distributive laws by starting from the non-pseudo

version of them; we first give proofs of the properties of ordinary distributive laws, and

then we extend the discussions to the case of pseudo-distributive laws. One cannot fail

to notice that the commutative diagrams appearing in the proofs for the non-pseudo

case become part of the construction in the pseudo-case, i.e., are replaced by pieces

of data such as 2-cells and modifications, and that what needs to be proved then is

coherence for those data.

In [Mar99] Marmolejo gave a definition of a pseudo-distributive law between pseudo-

monads. However this was done in a very specific setting, namely, Gray-enriched cat-

egories, where Gray is the symmetric monoidal category whose underlying category is

2-Cat with tensor product [GPS95]. In the paper he gave nine coherence axioms, but

most of these are described in a way for which the duality among these axioms is not

easily understood. We have worked out a better and definitive definition of a pseudo-

distributive law in a generic 2-categorical setting, as shown in Chapter 7 including a

coherence axiom which was missing in Marmolejo’s paper.

Having defined the pseudo-distributive law in full, it is necessary to have a detailed

discussion of how the two pseudo-monads and their pseudo-algebras interact under the

existence of a pseudo-distributive law. More specifically, the facts of interest here are

that to give a pseudo-distributive law δ of S over T is equivalent to give a lifting of
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T to Ps-S-Alg, the 2-category of pseudo-S-algebras, or to give an extension of S to

Kl�T �, the Kleisli bicategory of T , and that the functor TS acquires the structure of a

pseudo-monad. We have provided a precise description and proofs of those properties

for the case of ordinary monads with a distributive law, which is reformulated into

the pseudo setting for the pseuod-algebra case by carefully replacing the commuting

diagrams with invertible modifications. Our proof also shows that in the non-pseudo

setting the equivalence is in fact an isomorphism.

To provide the unifying framework for substitution, it is also necessary to introduce

the notion of pseudo-strengths of a pseudo-monad and study their properties. This is

one of the main results given in Chapter 8. We present the definition of a pseudo-

strength with ten coherence axioms; one can find many similarities between these

axioms and those of a pseudo-distributive law, which reflects the fact that a pseudo-

strength can be regarded as a special case of a pseudo-distributive law.

We present the unifying framework for substitution as one example of applications

of our analysis on pseudo-distributivity. The construction is based on the existence of

a pseudo-distributive law of a pseudo-monad S over a pseudo-monad T , where S is one

of the pseudo-monads that gives a category which models a certain type of context,

while T is the (partial) pseudo-monad for free cocompletion. Here we need to address

the size issue of this particular pseudo-monad on Cat because the free cocompletion

of a small category � is not small in general. More detailed discussion is found in

Section 8.1.

There are other areas where the analysis of pseudo-distributive laws in this thesis

can be applied. One of them is the study of concurrency and bisimulation by Winskel

and Cattani [WC04] using open maps and profunctors; the structure used there involves

pseudo-comonads and Kleisli constructions. The analysis of pseudo-distributive laws

in this thesis can be easily applied to the case of pseudo-comonads.

1.4 Outline

Chapter 2 provides the basic knowledge required for the rest of the thesis. Sec-

tion 2.1 contains a quick summary of several topics from ordinary category theory,
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including monads and their algebras, adjunctions, monoidal categories and monoids.

Then the notion of 2-categories and related notions such as cells, 2-functors, 2-natural

transformations are defined in Section 2.2, followed by the definition of pseudo-functors,

pseudo-natural transformations, modifications, and then finally pseudo-monads and

their morphisms in Section 2.3. A brief introduction to the notion of pasting is also

included. Section 2.4 introduces the notions of pseudo-algebras of a pseudo-monad,

pseudo-maps between pseudo-algebras, and 2-cells between pseudo-maps, all of which

together define the 2-category of pseudo-algebras. The last section contains the defini-

tions of bicategories and bimonoidal bicategories.

Chapter 3 is devoted to the study of the properties of distributive laws in ordinary

categories, which will be extended to the pseudo case in 2-categories in later chapters.

It starts with the definition of distributivity of a monad S over an endofunctor H, and

also over a natural transformation in Section 3.1. Then we introduce the notion of

a lifting of an endofunctor H to the category of S-algebras in Section 3.2. In the

following three sections it is proved that the category DistS of distributive laws of a

monad is isomorphic to LiftS-Alg, the category of liftings of endofunctors to the category

of algebras of the monad.

In order to prove the similar isomorphism for distributive laws over a monad rather

than an endofunctor, we need the notion of lifting of a monad T to a monad �T on S-Alg:

the multiplication �µ : �T 2 � �T of �T should be given by the lifting of µ as a natural

transformation. Consequently, the proof of the isomorphisms requires some analysis

of the relation between �T 2 and �T 2 and also how that relates to distributive laws. We

investigate this issue in Section 3.6 for the case of H2, where H is an endofunctor.

We establish the relationship between the square of a lifting of H and a particular

distributive law of a monad over H2. This leads to the discussion in Section 3.7 on

distributive laws of a monad over a monad. The last section (Section 3.8) in Chapter 3

studies the properties of the composite TS under the existence of a distributive law of

a monad S over a monad T . We see that in this case the functor TS is a monad.

Chapter 4 is in a sense dual to Chapter 3; the relationship between distributive laws

over a monad T and the Kleisli category Kl�T � of the monad T is established. First the
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definitions of the notion of distributive laws of endofunctors over a monad T are given

in Section 4.1 and an extension of an endofunctor to Kl�T � is defined in Section 4.2.

Then in Sections 4.3, 4.4 and 4.5 the proof that there is an isomorphism between the

category of distributive laws of endofunctors over a monad and that of extensions of

endofunctors to the Kleisli category of the monad is given. In the following section

(Section 4.6) we develop an analysis similar to that in Section 3.6 of the relationship

between an extension of H2 and distributive laws. The rest of the chapter contains

the proof that the category of distributive laws of monads over a monad T is also

isomorphic to the category of extensions of monads to the Kleisli category Kl�T � of T .

We conclude the chapter by stating a theorem that summarises the results in Chapter 3

and 4.

Chapter 5 The discussion in the first five sections in Chapter 3 is extended to the

pseudo-setting, by systematically replacing the commuting diagrams with invertible

modifications or 2-cells. In Section 5.1 the definition of pseudo-distributivity of a

pseudo-monad S over pseudo-endofunctors, pseudo-natural transformations, and mod-

ifications are given, and it is shown that these data constitute a 2-category called

Ps-DistS. Similarly, in Section 5.2, the liftings of pseudo-endofunctors, pseudo-natural

transformations and modifications to the 2-category of pseudo-S-algebras are defined,

and they define a 2-category LiftPs-S-Alg. One can define pseudo-functors between these

two 2-categories, as shown in the following two sections (Section 5.4, 5.3), which

define an equivalence of 2-categories (Section 5.5).

Chapter 6 is the pseudo-version of Section 3.6 (and also of Section 4.6), expanded

and generalised. The motivation for this chapter is the same as that for those sec-

tions. The properties of H2 investigated for ordinary endofunctors are in fact derived

from the monoidal structures on DistS and LiftS-Alg, and the isomorphism between them

preserves those structures (Section 6.1). In the pseudo-case, in Section 6.2, the situa-

tion is much more complex; the structure on Ps-DistS is a special case of bimonoidal

structure. Still, the pseudo-functors that define an equivalence between Ps-DistS and

LiftPs-S-Alg preserve these structures, i.e., they are 2-strong bimonoidal 2-functors, to be

precise (Section 6.3).
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Chapter 7 is the pseudo-version of Section 3.7. The precise definition of a pseudo-

distributive law of a pseudo-monad over a pseudo-monad is given in Section 7.1,

together with its complete set of coherence axioms. These define the 2-category

Ps-DistSps-monads of pseudo-distributive laws of a pseudo-monad S over pseudo-monads,

which is a variant of Ps-DistS. Then, in Section 7.2, the 2-category Liftps-monads
Ps-S-Alg of

liftings of pseudo-monads to the 2-category of pseudo-S-algebras is defined. The

equivalence of these two 2-categories is proved in Section 7.3. The existence of a

pseudo-distributive law of a pseudo-monad S over a pseudo-monad T implies that the

composite TS is again a pseudo-monad, and this together with a few more properties

are stated and proved in Section 7.4.

Chapter 8 contains the main application of the theoretical development of the thesis,

i.e., the construction of the generic substitution monoidal structure is given in depth.

We start the chapter by examining several examples of pseudo-monads, including Tf p

and Tsm, and their pseudo-algebras in Section 8.1 and examples of pseudo-distributive

laws between them in Section 8.2. We also introduce the (partial) pseudo-monad Tcoc

for the free cocompletion and address the relevant size issues, too. After defining and

studying the notion of strength for ordinary monads in Section 8.3, and that of pseudo-

strength for pseudo-monads in Section 8.4, we show that an arbitrary pseudo-monad

T on Cat yields a canonical monoidal structure on the category T1 in Section 8.5. The

significance of that monoidal structure, as we explain as examples in Section 8.6, is

that when T is the pseudo-monad TcocTf p, it yields precisely Fiore et al.’s substitution

monoidal stucture, and likewise for Tanaka when T is TcocTsm. Moreover, at the level

of generality proposed here, we can follow the main line of development of both pieces

of work.

Chapter 9 summarises the thesis and discusses possible directions for future work.





Chapter 2

Preliminaries

This chapter contains definitions of category theoretic terms used in this thesis. These

will serve to fix notation and also to remind readers of some basics, including monads

and their algebras, 2-categories and 2-functors, and most importantly, pseudo-functors,

pseudo-monads and pseudo algebras.

2.1 Monads and their algebras

In this section, the notions of a monad (ordinary) and its algebras are defined. After

the definition of the category of algebras, T-Alg, we state several important results on

the relationship between monads and adjunctions, which are used in Section 3.8. We

finish the section with the definitions of monoidal categories and monoids in them;

these are needed in Chapter 8.

Definition 2.1 (monad). A monad �T�µ�η� on a category � consists of a functor
T : �� � and two natural transformations, the multiplication µ : T 2 � T and the unit
η : Id�� T , such that the following diagrams, one for the associativity of µ and another
for the left and right unity of η, commute:

T 3 Tµ � T 2 T
ηT � T 2 � T η

T

T 2

µT

�

µ
� T

µ

�
T

µ

��

id T
id

T
�

11
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Definition 2.2 (monad morphism). Given monads �T�µ�η� and �T ��µ��η��, a natural
transformation α : T � T � is called a monad morphism from �T�µ�η� to �T ��µ��η�� if
the following diagrams commute:

T 2 Tα� TT � αT �
� T �2 Id

T

µ

� α � T �

µ�

�
T

η

� α � T �

η �

�

Definition 2.3 (algebras for a monad). Given a monad �T�µ�η� on �, a T-algebra
�A�a� is a pair consisting of an object A of � and an arrow a : TA � A of �, called
the structure map of the algebra, such that the following two diagrams, one called the
associative law and the other the unit law, commute:

T 2A
Ta
� TA A

ηA

� TA

TA

µA

� a � A

a

�
A

a

�

id
T

�

A map f : �A�a�� �A��a�� of T -algebras is an arrow f : A� A� in � which makes the
following diagram commute:

TA
T f � TA�

A

a

� f � A�

a�

�

These data constitute the category T-Alg of T -algebras and T -algebra maps. There is

the obvious forgetful functor GT : T-Alg� �.

Now we state several important results about monads and adjunctions. Given a

category � and a monad on it, there exists a canonical adjunction induced by this

monad. On the other hand, an adjunction defined on � also defines a monad on �.

Lemma 2.4 (a monad induced adjunction). If �T�µ�η� is a monad on �, then there

exists an adjunction

�FT �GT �ηT �εT � : �
FT
��

GT
T-Alg�

FT sends an object A in � to the free T -algebra �TA�µA : T 2A� TA�, ηT is the unit η
of the monad, and the component of εT at a T -algebra �A�h� is h.
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Lemma 2.5 (an adjunction defines a monad). Any adjunction

�F�G�η�ε� : �
F��
G

�

gives rise to a monad �GF�GεF�η� on �.

The following lemma states that the composition of two adjunctions again defines

an adjunction.

Lemma 2.6 (composition of adjoints). Given two adjunctions

�F�G�η�ε� : �
F��
G

� �F ��G��η��ε�� :�
F �

��
G�

�

the composite functors yield an adjunction

�F �F�GG��Gη�F �η�ε� �F �εG�� : �
F �F��
GG�

�

Now we consider the relationship between an adjunction and the adjunction canon-

ically induced by the monad that the adjunction defines.

Lemma 2.7 (comparison of adjunctions with algebras [Mac98]). Let �F�G�η�ε� be

an adjunction, where F : ���, and T � �GF�GεF�η� the monad it defines in �. Then

there exists a unique functor K :�� T-Alg such that GT K � G and KF � FT .

�
K � T-Alg

�

F
T

�
�

F

The comparison functor K is constructed as follows: for an object A and an arrow

f : A� B in �,

KA � �GA�GεA� K f � G f : �GA�GεA� � �GB�GεB��

In the rest of the section, we define the notion of a monoidal category with symme-

try and closeness, and that of a monoid in a monoidal category.
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Definition 2.8 (monoidal category). A monoidal category ����� I�α�λ�ρ� consists of

a category �, a bifunctor � : ���� �, an object I of �, and three natural isomor-

phisms α, λ and ρ, whose components are given as, for any objects A�B and C,

αA�B�C : A� �B�C��� �A�B��C

λA : I�A �� A

ρA : A� I �� A

such that the following two diagrams commute: for any A�B�C and D in �,

A� �B� �C�D��
α� �A�B�� �C�D�

α� ��A�B��C��D

A� ��B�C��D�

id�α

� α � �A� �B�C���D

α� id

�

A� �I�C�
α

� �A� I��C

A�C
�

ρ�

id
id�

λ �

Sometimes a third axiom λI � ρI : I� I � I is included in the definition but this has

been found redundant by Kelly [Kel64].

There exists a notion of morphisms between monoidal categories: a strong monoidal

functor is a functor between monoidal categories with additional structure that pre-

serves monoidal structure up to isomorphisms. For a precise definition see [Mac98].

Definition 2.9 (symmetry). A monoidal category � � ����� I�α�λ�ρ� is called sym-

metric if it is equipped with a natural isomorphism γ, whose components are given as,

for any objects A�B in �,

γA�B : A�B �� B�A�

for which the following diagrams commute:

A�B
γA�B� B�A A� I

γA�I� I�A

A�B

γB�A

�

id
�

A

λA

�

ρ
A

�
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A� �B�C�
α� �A�B��C

γ � C� �A�B�

A� �C�B�

id� γ

�

α
� �A�C��B

γ� id
� �C�A��B

α

�

Definition 2.10 (closedness). A symmetric monoidal category � � ����� I�α�λ�ρ�γ�
is closed if, for any object A in �, the functor��A : ��� has a specified right adjoint

� �A : �� �.

Definition 2.11 (monoid). A monoid �X �µ�η� in a monoidal category ����� I�α�λ�ρ�
consists of an object X of �, together with arrows µ : X �X � X and η : I � X such
that the diagrams

X � �X �X�
α� �X �X��X

µ� idX� X �X I�X
η�X� X �X

X �η� X � I

X �X

idX �µ

�

µ
� X

µ

�
X

µ

��
ρX

λ
X

�

commute.

2.2 2-Categories

In addition to the objects and arrows that constitute an ordinary category, in a 2-category,

extra structure is introduced which is defined beween arrows. We call such extra struc-

tures 2-cells. Accordingly, objects and arrows are often called 0-cells and 1-cells,

respectively. The notion of vertical and horizontal compositions play an important rôle

in the definition (See [Mac98]). Constructions in 2-categories are often expressed us-

ing diagrams of a certain kind: typically, their vertices denote the 0-cells, arrows the

1-cells, and the areas delimited by arrows in a particular way denote 2-cells. Such di-

agrams are used extensively throughout in the rest of this thesis. For a detailed discus-

sion of 2-categorical diagrams and the notion of pasting, first introduced by Bénabou

in [Bén67], we refer to the papers [Pow90, KS74].

Definition 2.12 (2-category). A 2-category � consists of the following data:
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� a set � 0 of objects, called 0-cells.

� for each pair of 0-cells A and B, a category � �A�B� (hom-category), whose ob-

jects are called 1-cells of � and whose arrows are called 2-cells of � .

� for each triple of 0-cells A�B and C, a functor

compA�B�C : � �B�C�� � �A�B�� � �A�C�

called composition.

� for each 0-cell A of � , a functor

unitA : �� � �A�A�

The functors comp and unit are subject to the commutativity of the following diagrams.

� �C�D�� � �B�C�� � �A�B�
compB�C�D� id��A�B�� � �B�D�� � �A�B�

� �C�D�� � �A�C�

id��C�D� � compA�B�C

� compA�C�D � � �A�D�

compA�B�D

�

� �A�B�
id��A�B� �unitA� � �A�B�� � �A�A�

� �B�B�� � �A�B�

unitB� id��A�B�

�

compA�B�B

� � �A�B�

compA�A�B

�

id
��A�B�

�

Here � is the trivial category with one object 0 and its identity arrow (the terminal

object in Cat). We denote the value unit�0� in � �A�A� by idA.

The fact that 1-cells are defined as objects of a category and 2-cells as arrows im-

plies the associativity and the unit law for the vertical composition of 2-cells, and the

two diagrams imply the associativity and the unit law for both the horizontal composi-

tion of 2-cells and the composition of 1-cells.

Notation 2.13. We denote the horizontal composition of 2-cells by Æ, and the verti-

cal composition by �. Composition in general is denoted simply by juxtaposition or

sometimes by Æ.
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Definition 2.14 (2-functor). Let � �� be 2-categories. A 2-functor F from � to �

consists of

� a function F0 : � 0 � � 0

� for each pair A�B of 0-cells, a functor FA�B : � �A�B�� � �F0A�F0B�

subject to the commutativity of the following diagrams;

� �B�C�� � �A�B�
FB�C�FA�B� � �F B�FC��� �FA�F B�

� �A�C�

compA�B�C

� FA�C � � �FA�FC�

compFA�FB�FC

�

�

� �A�A�

unitA

�

FA�A

� � �FA�FA�

unitFA

�

The operation of F on 1-cells and 2-cells is defined in terms of functors on hom-

categories. This means that, if we use F1 and F2 to denote the object part and the arrow

part of the functor,

1. for a 2-cell α : f � f � : A � B, F2α is of type F1 f � F1 f � : F0A � F0B,

2. given another 2-cell β of type f � � f ��, F2�β �α� � �F2β� � �F2α� holds;

and

3. for the identity id f : f � f on any 1-cell f , F2�id f � � idF1 f holds.

In the second item above, the dot � denotes the vertical composition of 2-cells both in

� �A�B� and � �F0A�F0B�.

Moreover, the two diagrams above demonstrate the functoriality of F over comp,

that is,

1. F�γÆα� � �Fγ�Æ �Fα�,

over the horizontal composition of 2-cells, and
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2. comp�Fg�F f � � F�comp�g� f �� and F�idA� � idFA,

over the composition of 1-cells.

Definition 2.15 (2-natural transformation). Let F�G be 2-functors from � and � . A
2-natural transformation α from F to G consists of a collection of 1-cells indexed by
0-cells of � , such that, for each component αA : FA � GA at a 0-cell A, the following
diagram commutes:

� �A�B�
F
� � �FA�F B�

� �GA�GB�

G

�

�ÆαA

� � �FA�GB�

αB Æ�

�

Example 2.16. The 2-category Cat. The 0-cells are given by all small categories,

1-cells given by all functors between them, and 2-cells given by all natural transforma-

tions.

2.3 Pseudo-monads

From now on, we use the pasting of diagrams extensively. The two basic situations for
pasting is

f � u �

� α � β � γ � δ

v
�

h

�

g
�

u

�

g
�

f

�
v

�
k
�

The first of these represents the 2-cell βg � uα : u f � uhg � gv and the second is the
2-cell vγ � δ f : u f � vk f � ug, where the dot � denotes the horizontal composition.
Therefore we give meaning to such composites as

�

� � � �

� � � � � � �

� � � � � � �

�

�

�

�

� � �
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If in a diagram such as
f � g �

� αu

�
h
�

v

�
k
�

w

�

one area has no 2-cells marked in it, it is to be understood that the identity 2-cell is

meant, which implies that wg � kv.
One can generalise the pasting operation further, so as to give meaning to such

multiple composite as
� �

� � �

�

� � �

� �
�

�
�

�

�

This is meant to indicate a vertical composite of horizontal composites of the form

�

�

� ��
�

�
�

�

There is usually a choice of the order in which the composites are taken, but the result

is independent of this choice [KS74].

Now we give the definitions of pseudo-functor, pseudo-natural transformation, and

modification.

Definition 2.17 (Pseudo-functor). Let � �� be 2-categories. A pseudo-functor �F�h�h�

from � to � consists of the data for a 2-functor, plus

� for each triple A�B and C of 0-cells, an invertible natural transformation,

h : compFA�FB�FC Æ �F�F�� F Æ compA�B�C : � �B�C�� � �A�B�� � �FA�FC�

whose component at �g� f � gives the isomorphism FgÆF f �� F�gÆ f �.

� �B�C�� � �A�B�
F�F� � �F B�FC��� �FA�FB�

� h

� �A�C�

compA�B�C

�

F
� � �FA�FC�

compFA�FB�FC

�
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� for each 0-cell A, an invertible 2-cell h : unitFA � F�unitA�

�

� �A�A�

unitA

�

F
� � �FA�FA�

unitFA
� h

�

subject to the following three coherence axioms, expressed using the diagrams below:

(1)

� �C�D�� � �B�C�� � �A�B�
F�F�F� � �FC�FD��� �F B�FC�� � �FA�F B�

� F�h

� �C�D�� � �A�C�

id��C�D� � compA�B�C

�

F �F
� � �FC�FD��� �FA�FC�

id��FC�FD�� compFA�FB�FC

�

� h

� �A�D�

compA�C�D

�

F
� � �FA�F D�

compFA�FC�FD

�

equals

� �C�D�� � �B�C�� � �A�B�
F�F�F� � �FC�FD��� �F B�FC�� � �FA�F B�

� h�F

� �B�D�� � �A�B�

compB�C�D� id��A�B�

�

F �F
� � �F B�FD��� �FA�F B�

compFB�FC�FD � id��FA�F B�

�

� h

� �A�D�

compA�B�D

� F � � �FA�F D�

compFA�FB�FD

�

(2) � �A�B�

� �B�B�� � �A�B�

unitB� id
�

F�F
� � �F B�FB��� �FA�FB�

unitFB �F
� h� idF

�
� id

� h

� �A�B�

compA�B�B

�

F
� � �FA�F B�

compFA�FB�FB

�
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(3) � �A�B�

� �A�B�� � �A�A�

id�unitA
�

F�F
� � �FA�FB��� �FA�FA�

F�unitFA� idF �h �
� id

� h

� �A�B�

compA�A�B

�

F
� � �FA�FB�

compFA�FA�FB

�

Definition 2.18 (Pseudo-natural transformation). Let F � �F�h�h� and G� �G�k�k�

be pseudo-functors from � to � . A pseudo-natural transformation α from F to G

consists of the following data:

� for each 0-cell A, a 1-cell αA : FA � GA,

� for each pair A�B of 0-cells, an invertible natural transformation αA�B, called

pseudo-naturality of α,

αA�B : �G���ÆαA�� �αB ÆF���� : � �A�B�� � �FA�GB��

whose components are 2-cells in � �FA�GB�, indexed by 1-cells in � �A�B�.

and subject to the coherence conditions expressed in the diagrams below: for every
composable pair of 1-cells f : A � B and g : B �C,

GB GB

� k� f �g�

GA

G
f
�

GC

Fg

�

GA
G�g f � �

G
f

�

GC

Fg
�

� αA�B
f FB

αB

�

� αB�C
g � � αA�C

g f

� h� f �g�

FA

αA

�

F�g f � �

F
f
�

FC

αC

�

Fg

�

FA

αA

�

F�g f � � FC

αC

�

and the component of αA�B at idA

FA
αA

� GA

� αA�B
idA

FA

F�idA��� idFA

� αA � GA

G�idA��� idGA

�

is equal to the 2-cell idαA : αA � αA in � �FA�GA�.
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The pseudo-naturality αA�B is expressed in the following diagram:

� �A�B�
G
� � �GA�GB�

� αA�B

� �FA�FB�

F

� αB Æ�� � �FA�GB�

�ÆαA

�

Given an arrow f in � �A�B�, the component αA�B
f at f is a 2-cell

αA�B
f : G f ÆαA � αB ÆF f

FA
αA

� GA

� αA�B
f

FB

F f

� αB � GB

G f

�

The naturality of αA�B amounts to the following equality: given arrows f � f � : A � B
and a 2-cell γ : f � f � in � ,

FA
αA

� GA FA
αA

� GA

� αA�B
f � � αA�B

f �

FB

F f

� αB � GB

G f
��
Gγ

�

G f �

�
FB

F f
��
Fγ

�

F f

� αB � GB

G f �

�

Notation 2.19. We usually suppress the superscripts A�B whenever they are clear from

the context.

Definition 2.20 (Modification). Let α and β be pseudo-natural transformations. A
modification χ from α to β consists of a collection of 2-cells 	χA : αA � βA
 indexed
by 0-cells A of � , such that, for every 1-cell f : A � B, the following holds:

FA
αA � GA FA

αA �
� χA

βA

�
GA

� α f � � β f

FB

F f

�
αB �
� χB

βB

�
GB

G f

�
FB

F f

�

βB

� GB

G f

�

Now we are ready to give the definition of pseudo-monad:

Definition 2.21 (Pseudo-monad). A pseudo-monad T ��T�µ�η�τ�λ�ρ� on a 2-category

� consists of
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� a pseudo-functor T : � � �

� a pseudo-natural transformation µ : T 2 � T

� a pseudo-natural transformation η : Id� � T

� an invertible modification τ : µÆTµ� µÆµT ,

T 3 Tµ � T 2

� τ

T 2

µT

�
µ � T

µ

�

� invertible modifications λ : µÆTη � idT and ρ : µÆηT � idT ,

T
T η � T 2 T 2 � ηT

T

T

µ

�

� λ
id

T
�

T

µ

��

�

ρ
id T

subject to the two coherence axioms below:

T 4 T 2µ� T 3 T 4 T 2µ� T 3

� T τ � µµ

T 3

µT 2

�
� τT T 3 Tµ �

TµT
�

T 2

Tµ

�

� T 3

µT 2

�
Tµ � T 2

µT

�
� τ T 2

Tµ
�

� τ � τ

T 2

µT

�
µ �

µT
�

T

µ

�
T 2 µ �

µT
�

T

µ

�

µ
�

and

T 2 T ηT� T 3 Tµ � T 2 T 2 TηT� T 3

� τ �

T 2

µT

�
µ �

�λT
id
T 2 �

T

µ

�
T 2

Tµ

�
µ �

�Tρ
id
T 2 �

T

We also need the notion of the monad morphism for pseudo-monads:
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Definition 2.22 (pseudo-monad morphism). Given pseudo-monads �T�µ�η�τ�λ�ρ�
and �T ��µ��η��τ��λ��ρ�� on a 2-category � , a pseudo-monad morphism α from T to T � is
a pseudo-natural transformation α : T � T �, together with two invertible modifications

T 2 Tα� TT �
αT �
� T �2 Id

η � T

� αµ

T

µ

�

α
� T �

µ�

�
T �

α

�

� α
η

η �

�

subject to the following three coherence axioms:

T 3 T 2α� T 2T �
T αT �
� TT �2 αT �2

� T �3

� T αµ
��α

T 2
�

µT

� τ T 2

Tµ
�

T α � TT �

Tµ�

� αT �
� T �2

T �µ�

�

� αµ

T

µ
� α �

µ
�

T �

µ�

�

�

T 3 T 2α� T 2T � T αT �
� TT �2

αT �2
� T �3

��µ � αµT �

T 2

µT
�

T α� TT �

µT �

� αT �
� T �2

µ�T �

�
� τ� T �2

T �µ �
�

� αµ

T

µ
�

α
� T �

µ�

��
µ
�

T 2 T α� TT � αT �
� T �2 T 2 T α� TT � αT �

� T �2

� αµ � ��α

T

� λ

id
�

Tη

�

T

µ

�

α
� T �

µ�

�
T

T η
�

α
�

�

Tαη
Tη

�

�

T �

T �η�
�

� λ�

id
� T �

µ �

�

T 2 Tα� TT � αT �
� T �2 T 2 T α� TT � αT �

� T �2

� αµ � ��η

T

� ρ

id
�

ηT

�

T

µ

�

α
� T �

µ�

�
T

ηT
�

α
� T �

η�T �
�

� ρ�

id
�

� � α
η T �

ηT �

T �

µ �

�
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2.4 The 2-category of pseudo-T -algebras

Now we consider algebras of pseudo-monads, in the pseudo-setting.

Definition 2.23 (Pseudo-T -algebra). Given a pseudo-monad �T�µ�η�τ�λ�ρ� on a

2-category � , a pseudo-T-algebra �A�a�aµ�aη� consists of the following data:

� a 0-cell A of �

� a 1-cell a : TA � A

� invertible 2-cells aµ : aÆTa� aÆµA, aη : aÆηA � idA

T 2A
Ta � TA A

ηA � TA

� aµ

TA

µA

�

a
� A

a

�
A

a

�

�aη
id

A
�

subject to the following coherence axioms: for the associative law,

T 3A
T 2a� T 2A T 3A

T 2a� T 2A

� Taµ � µa

T 2A

µTA

�
� τA T 2A

Ta �

Tµ
A �

TA

Ta

�

� T 2A

µTA

�
Ta � TA

µA

�
� aµ TA

Ta
�

� aµ � aµ

TA

µA

�

a
�

µ
A

�

A

a

�
TA

a
�

µ
A

�

A

a

�

a
�

and for the left unit law,

TA
T ηA� T 2A

Ta � TA TA
TηA� T 2A

� aµ �

TA

µA

�

a
�

�λ
A

id
TA

�

A

a

�
TA

Ta

�

a
�

�Taηid
TA

�

A
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and from these two axioms follow another axiom for the unit law:

TA
ηTA� T 2A

Ta � TA TA
ηTA� T 2A

� aµ � � ηa

TA

µA

�

a
�

�ρ
A

id
TA

�

A

a

�
A

a

� ηA � TA

Ta

�

A

a

�

�Taηid
TA

�

Definition 2.24 (Pseudo-map). A pseudo-map � f � f a�b� of pseudo-T -algebras from
�A�a�aµ�aη� to �B�b�bµ�bη� consists of a 1-cell f : A � B and an invertible 2-cell
f a�b : bÆT f � f Æa

TA
T f � TB

� f a�b

A

a

�

f
� B

b

�

subject to two coherence axioms:

T 2A
T 2 f� T 2B T 2A

T 2 f� T 2B

� T f a�b � µ f

TA

µA

�
� aµ TA

T f �

Ta

�

TB

Tb

�

� TA

µA

� T f � TB

µB

�
� bµ TB

Tb

�

� f a�b � f a�b

A

a

�

f
�

a
�

B

b

�
A

f
�

a
�

B

b

�

b
�

A
f � B A

f � B

� η f

TA
T f �

η
A

�

TB

η
B

�

� TB

η
B

�

� f a�b

A

a

� f �

�

a
ηid
A

�

B

b

�
B

b

�

�

b
ηid
B

�
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Definition 2.25. An algebra 2-cell from � f � f a�b� to �g�ga�b� is a 2-cell χ : f � g
subject to the following coherence axiom:

TA
T f � TB TA

T f �
� T χ

Tg
�

TB

� f a�b � � ga�b

A

a

� f �
� χ

g
�

B

b

�
A

a

�

g
� B

b

�

2.4.1 The 2-category Ps-T-Alg

Definition 2.26 (the 2-category of pseudo-algebras). The above definitions together

form a 2-category of pseudo-T -algebras, Ps-T-Alg, where the 0-cells are pseudo-T -

algebras, the 1-cells are pseudo-maps of pseudo-T -algebras, and the 2-cells are al-

gebra 2-cells. The composition functor is defined as follows: for pseudo-T -algebras

�A�a�aµ�aη� and �B�b�bµ�bη�, the composition functor is given as

compA�B�C : Ps-T-Alg��B�b���C�c���Ps-T-Alg��A�a���B�b���Ps-T-Alg��A�a���C�c��

which sends a pair of 1-cells, � f � f a�b� : �A�a�aµ�aη� � �B�b�bµ�bη� and

�g�gb�c� : �B�b�bµ�bη� � �C�c�cµ�cη�, to �g f �g f a�c� : �A�a�aµ�aη� � �C�c�cµ�cη�,

where g f is the composite of 1-cells in � and g f a�c is defined as the composite of

invertible 2-cells, g f a�c � �gb�c ÆT f � � �gÆ f a�b�, as shown below:

TA
T f � TB

Tg � TC

� f a�b � gb�c

A

a

�

f
� B

b

�

g
� C

c

�

From this it is easy to see that �g f �g f a�c� satisfies the axioms for pseudo-maps and that

this is a well-defined definition. The identity in Ps-T-Alg��A�a���A�a�� is �idA� idaa�a�.

The functor comp defines the composition of 2-cells as the horizontal composition,

which obviously preserves pseudo-maps.
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2.5 Bicategories and bimonoidal bicategories

Definition 2.27 (bicategory). A bicategory � consists of the data for a 2-category
(Definition 2.12) , i.e., 0-cells, 1-cells, and 2-cells together with families of functors
comp and unit, with the commutativity constraints for those functors replaced by the
existence of some natural isomorphisms whose components (invertible 2-cells) are de-
scribed in the following diagrams:

� �C�D�� � �B�C�� � �A�B�
compB�C�D� id��A�B�� � �B�D�� � �A�B�

� αA�B�C�D

� �C�D�� � �A�C�

id��C�D� � compA�B�C

� compA�C�D � � �A�D�

compA�B�D

�

� �A�B�
id��A�B� �unitA � � �A�B�� � �A�A�

� λA�B � ρA�B

� �B�B�� � �A�B�

unitB� id��A�B�

�

compA�B�B

� � �A�B�

compA�A�B

�

id
��A�B�

�

subject to the following two coherence axioms: suppressing the subscripts for the
components and using Æ instead of comp, for a composable quadruple of 1-cells f �g�h
and k, they are expressed as commutative diagrams:

k Æ �hÆ �gÆ f ��
α� �k Æh�Æ �gÆ f �

α� ��k Æh�Æg�Æ f gÆ �idB Æ f �
α � �gÆ idB�Æ f

k Æ ��hÆg�Æ f �

idk Æα

�

α
� �k Æ �hÆg��Æ f

αÆ id f

�

gÆ f
�

ρÆ
id fid

g Æλ �

Evidently, a bicategory is a 2-category if all the invertible 2-cells described above

are identities. Also note the similarity of the coherence axioms to the commutativity

axioms for monoidal categories defined in Definition 2.8. This reflects the well known

fact that a monoidal category is regarded as a one object (0-cell) bicategory.

In Chapter 6, we need the notion of bimonoidal 2-category, which can be con-

ceptually described as a 2-category with a tensor given by a pseudo-functor. In fact,

the above identification of a monoidal category with a bicategory extends to the level

of 3-category, i.e., a tricategory with one object is a bimonoidal bicategory. In the

following, we give the relevant definition needed for the discussion in Chapter 6.
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Definition 2.28 (bimonoidal bicategory, [GPS95]). A bimonoidal bicategory �� ��� I�α�λ�ρ�
consists of the following data:

� a bicategory � ,

� a pseudo-functor � : � � � � � , called the tensor,

� an object I � � , called the unit,

� three pseudo-natural isomorphisms

α :�� ����� �� �������

λ : I�� �� Id�

ρ : �� I �� Id�

� four invertible modifications as described below:

�� ��� ������
α� ������ �����

α� ����������� �� �I���
α� ��� I���

� m1

�� ���������

id�α

�

α
� ��� ��������

α� id

�

���

ρ� id

�

� m 2
id�λ �

I� �����
α� �I����� �� ��� I�

α� ������ I

���

λ� id

�

� m 3

λ
�

���

ρ

�

� m 4
id�ρ �

The four invertible modifications are subject to the three coherence axioms given

below:
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�� �����
α

� �������

��α

�� �I� ������
α
�

id�
λ

� m
2

�

��� I�� �����

ρ� id
�

α
� ���� I������

�ρ� id�� id
�

� m1

�� ��I������

id�α
� α � ��� �I������

α� id
�

�

�� �I� ������
id�λ� �� �����

α � �������

� id�m3

��α ���� I������

� �ρ� id�� id

�� ��I������

id�α

� α �

id
�
�λ
�

id�

�

��� �I������

�id�λ�� id
�

m2� id

�

α�
id

�

and

�� �����
α � �������

��α

�� ��� �I����
α

�

id�
�id�

λ� �

������ �I���
α
�

id�
λ

� m
2

�

������� I���

ρ� id
�

� m1

�� ���� I����

id�α
� α � ��� ��� I����

α� id
�

�

�� ��� �I����
id� �id�λ�

� id�m2

� �� �����
α � �������

��α ������� I���

�
ρ� id

�� ���� I����

id�α

� α �

id�
�ρ�

id�

�

��� ��� I����

�id�ρ�� id
�

m4� id

�

α�
id

�

A strong bimonoidal bifunctor is defined to be exactly a trifunctor of one object tri-

categories [GPS95], and that means that all the structure of the bimonoidal bicategory

is preserved up to coherent equivalence, the coherence axioms corresponding exactly
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to the pentagon and triangle in the definition of monoidal category [GPS95].



Chapter 3

Distributive Laws

In this chapter we study distributive laws of a monad over an endofunctor and a natural

transformation and also over a monad. Given a monad �S�µ�η� and an endofunctor

H on a category �, a distributive law δ is a natural transformation δ : SH � HS that

satisfies two axioms. The main theorem of the chapter is that the existence of such a

distributive law induces a lifting of H to the category of S-algebras, S-Alg, and vice

versa. We then consider the case where H is a monad.

The results presented in this chapter are known in one way or another from the lit-

erature (for example [BW85]), but it is worthwhile for the development of the thesis to

spell them out here in detail, because it will offer great guidance through the discussion

of pseudo-distributive laws in the following chapters, where the axioms in this chapter

systematically become data (invertible 2-cells), and the proofs become constructions.

This chapter comes in two parts: in the first five sections we study the relationship

between a distributive law of a monad S over an endofunctor and a lifting of the endo-

functor to the category of S-algebras S-Alg, and that between distributivity of a monad

over a natural transformation and a lifting of the natural transformation to S-Alg. In

Section 3.1 we give the definition of a distributive law of a monad S over an endofunc-

tor H, followed by the definition of the notion of the distributivity of S over a natural

transformation. In Section 3.2, we define a lifting of an endofunctor H to the category

of S-algebras, S-Alg. A lifting of H to S-Alg is an endofunctor �H such that U �H � HU

holds for the forgetful functor U : S-Alg � �. This means �H sends an S-algebra �A�a�

to �HA��a�, where �a is the structure map from SHA to HA, and an S-algebra map f

33
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to H f , which is again an S-algebra map. We then describe the condition for a natural

transformation between endofunctors with liftings to S-Alg also to lift. These defini-

tions yield the categories of distributive laws of S over endofunctors, called DistS, and

of liftings of endofunctors to S-Alg, called LiftS-Alg.

In the following two sections we go on to prove that a distributive law of S over an

endofunctor induces a lifting of that endofunctor to S-Alg, and vice versa. We do simi-

larly for natural transformations. We rephrase our discussion in terms of categories and

prove that DistS and LiftS-Alg are isomorphic in Section 3.5. Note that this isomorphism

becomes an equivalence in the pseudo-case as we see in Chapter 7.

Next, in Section 3.6, we state a few propositions that pave our way for the study

of distributive laws over a monad in Section 3.7. The goal of the discussion here is to

establish the relation between the composite �H Æ �H and the distributive law of the form

HδÆδH. We prove that the first is a lifting of H2 and the latter is a distributive law of

S over H2 and that the isomorphism of the categories described in the previous section

sends one to the other. This result is essential in the discussion in the following section

because the definition of lifting of a monad T to a monad �T on S-Alg requires that both

the multiplication µ and the unit η lift to S-Alg. The discussion in this section will be

elaborated in Chapter 6, extending the discussion further to the pseudo case.

In the second part of the chapter, we consider the situation where the endofunctor

carries the structure of a monad: distributive laws of S over monads are those over

endofunctors with two additional axioms which follow from the compatibility with

the multiplication and the unit of monads. We also see how our definition of liftings

extends to those of monads, the main point of which is the lifting of natural transforma-

tions µ and η. The definition of distributive laws over a monad is given in Section 3.7

and that of liftings of a monad to a monad on S-Alg in Section 3.7.1. Then we establish

the relation between such distributive laws and such liftings, which follows from the

isomorphism for the case with endofunctors. We prove that the isomorphism of cate-

gories for endofunctors preserves the monad properties: they induce functors between

the categories, DistSmonads and Liftmonads
S-Alg , that define an isomorphism between them.

In the last section, Section 3.8, we study several properties given two monads S

and T and a distributive law ST � TS of S over T . First we prove that the composite
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functor TS acquires the structure of a monad induced by the distributive law. Then

we investigate the structure of algebras of this composite monad TS, and compare

those with the algebras of the lifting �T of T to S-Alg. We show that the comparison

functor between the Eilenberg-Moore adjunction defined by the monad TS and that of

the composite of those defined by the monads S and �T is isomorphic, proving that the

categories TS-Alg and �T-Alg are canonically isomorphic. These results are extended

to the pseudo-case in Section 7.4.

3.1 Distributivity of a monad S

We start our discussion with the definition of a distributive law of a monad over an

endofunctor. Such a distributive law consists of a natural transformation satisfying

two conditions, whereas we will need two extra conditions when we extend it to a

distributive law of a monad over a monad later in this chapter. When we move onto the

discussion of pseudo-distributive laws, the axioms here become data, i.e., invertible

2-cells that satisfy several coherence conditions.

Definition 3.1. Given a monad �S�µ�η� and an endofunctor H on a category �, a

distributive law of S over H is a natural transformation

δ : SH � HS

which makes the following diagrams commute:

S2H
Sδ� SHS

δS� HS2

SH

µH

�

δ
� HS

Hµ

�

(δ-µ)

H

SH

ηH

�

δ
� HS

Hη

�
(δ-η)
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We call the first diagram the associative law for distributive laws, or δ-µ, and the

second the unit law for distributive laws, or δ-η.

In the presence of distributive laws of S over endofunctors H and K, a natural

transformation α : H � K with a certain property can be regarded as a transformation

of these distributive laws, or to put it differently, “S distributes over α” with respect to

these laws.

Definition 3.2. Given distributive laws δH : SH �HS and δK : SK �KS and a natural

transformation α : H � K, we say S distributes over α with respect to δH and δK if

SH
δH
� HS

SK

Sα

�

δK
� KS

αS

�

(3.1)

holds.

The distributive laws of S over endofunctors and the natural transformations that S

distributes over as defined above form a category.

Proposition 3.3. The data defined above form a category we denote by DistS as fol-

lows: objects of DistS are pairs �H�δ : SH � HS� of an endofunctor H on � and a

distributive law of S over it, and an arrow from �H�δH� and �K�δK� is given by a

natural transformation α : H � K that S distributes over with respect to δH and δK.

Proof. The composition of arrows is given by composition of natural transforma-

tions (3.1). The rest follows by routine calculation.

Notation 3.4. We often omit the first component in the objects whenever it does not

cause confusion and just write δH instead of �H�δ : SH � HS�.

3.2 Lifting to S-Alg

Given a monad �S�µ�η� and an endofunctor H on a category �, we define the notion of

a lifting of H to the category S-Alg.
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Definition 3.5. A lifting of H to S-Alg is an endofunctor �H on S-Alg for which

U �H � HU holds, where U is the forgetful functor from S-Alg to �.

Hence �H is an endofunctor on S-Alg such that for an S-algebra �A�a� and a map of

S-algebras f : �A�a�� �B�b�, we have

U �H�A�h�� HU�A�h�� HA (3.2a)

U �H f � HU f � H f � (3.2b)

From (3.2a) we know that �H�A�a� consists of an S-algebra structure on HA, hence

in the following we write �H�A�a�� �HA��a� where the structure map �a : SHA � HA

should satisfy the following commuting diagrams.

S2HA
S�a� SHA HA

ηHA� SHA

SHA

µHA

�

�a
� HA

�a

�
HA

�a

�

id
H

A �
(3.3a)

For the arrow part, (3.2b) states that H f : �H�A�a� � �H�B�b� is an S-algebra map, so

the diagram below commutes:

SHA
SH f� SHB

HA

�a

�

H f
� HB

�b

�

(3.3b)

Notation 3.6. We write �a �H to denote the structure map of the value of �H at �A�a�,

whenever necessary to make it clear which lifting is concerned. Otherwise we will

simply write �a.

Given liftings �H and �K of H and K, respectively, a natural transformation α : H �K

with a certain property is also a natural transformation from �H to �K.

Definition 3.7. Given endofunctors H and K on � with their liftings �H and �K and a

natural transformation α : H � K, we say “α lifts to S-Alg from �H to �K” if, for any
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S-algebra �A�a�, αA is an S-algebra map from �H�A�a� to �K�A�a�, or equivalently, αA

makes the diagram

SHA
SαA� SKA

HA

�aH

�

αA

� KA

�aK

�

(3.4)

commute.

In the following, we also use the notation �α : �H � �K to refer to α regarded as a

natural transformation between liftings and call it a lifting of α to S-Alg.

All the liftings of endofunctors on � to S-Alg and the natural transformations be-

tween endofunctors on � that lift to S-Alg as defined above form the category LiftS-Alg

as follows:

Proposition 3.8. The data defined above form a category we denote by LiftS-Alg: objects

of LiftS-Alg are pairs �H� �H� of an endofunctor H on � and an endofunctor �H on S-Alg

such that U �H � HU holds, and an arrow from �H� �H� to �K� �K� is given by a natural

transformation α : H � K that lifts to S-Alg from �H to �K.

Proof. Follows by routine calculation. The composition of arrows is given by the

composition in � .

Notation 3.9. We omit the first component in the objects whenever it does not cause

confusion and just write �H instead of �H� �H�.

3.3 From liftings to distributive laws

Before moving on to the discussion of distributive laws over monads, in the next few

sections we prove the isomorphism between distributive laws over endofunctors and

liftings of endofunctors to S-Alg. We proceed by first providing the proofs that each

of them induces the other, and then proving that the correspondences in those proofs

define an isomorphism of categories between the category of distributive laws and that

of liftings.
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We start by proving that a lifting of H to S-Alg induces a distributive law of S over

H, then we define a functor from LiftS-Alg to DistS. To that end, we need to study some

properties of free S-algebras.

Recall that, given any monad �S�µ�η�, the component µA of the multiplication al-

ways yields an S-algebra �SA�µA�, the free S-algebra on A. Now, consider the value at

�SA�µA� of a lifting �H of H for each A. We observe the following:

Lemma 3.10. The collection 	 �µA
A of the structure maps of �H�SA�µA� for each object

A of � is natural in A, that is, it defines a natural transformation �µ : SHS � HS.

Proof. First note that, for any arrow f : A� B, the arrow S f : SA� SB is an S-algebra
map from �SA�µA� to �SB�µB�, so is sent by �H to an S-algebra map from �HSA��µA� to
�HSB��µB�. Then one can obtain the naturality square for f immediately by applying
the diagram (3.3b) to S f with a � µA and b � µB:

SHSA
SHS f� SHSB

HSA

�µA

�

HS f
� HSB

�µB

�

Our next observation is that the structure map a of any S-algebra �A�a� is always

an S-algebra map from µA to a:

Lemma 3.11. For any S-algebra �A�a�, the structure map a : SA� A is an S-algebra

map from �SA�µA� to �A�a�.

Proof. Follows from the associative law for S-algebras.

Since this a is sent by �H to the S-algebra map Ha : �H�SA�µA� � �H�A�a�, the

following diagram commutes for any a : SA� A:

SHSA
SHa� SHA

HSA

�µA

�

Ha
� HA

�a

�

(3.5)



40 Chapter 3. Distributive Laws

Now we are ready to prove the next proposition: we construct a natural transforma-

tion using�µ discussed above and prove that it satisfies the conditions to be a distributive

law. In the later chapters when we discuss pseudo-distributive laws, the commutative

squares are replaced by invertible 2-cells, and the proofs become constructions.

Proposition 3.12. Given a monad �S�µ�η� and an endofunctor H on a category �, a

lifting �H of H to S-Alg gives rise to a distributive law of S over H.

Proof. From Lemma 3.10, we have the natural transformation �µ : SHS � HS, whose

component at A is the structure map �µA of �H�SA�µA�. Using this natural transformation

�µ we construct a distributive law ΘH��H� by letting

ΘH� �H� � �µÆSHη : SH
SHη� SHS

�µ� HS� (3.6)

It is immediate that this defines a natural transformation. Then it remains to prove that
ΘH��H� satisfies the associative law (δ-µ) and the unit law (δ-η) for distributive laws.
First, for the associative law of ΘH� �H� and µ, the component at A is given as

S2HA
S2HηA� S2HSA

S�µA� SHSA
SHηSA� SHS2A

�µSA� HS2A

�3�

�1� �2� SHSA

SHµA

�
id �

�4�

SHA

µHA

�

SHηA

� SHSA
�µA

�

µ
H

SA

�

HSA

HµA

�
�µ
A �

which commutes. The reason for commutativity of each area is given as follows: (1)

commutes by the naturality of µ, (2) by the associative law for the S-algebra structure

�µA, (3) by the right unit law for the monad S, and (4) by the diagram (3.5) with a � µA.
For the unit law of ΘH��H� and η,

HA

�6� HSA

Hη
A

�

�7�

SH

ηHA

�

SHηA

� SHSA

ηHSA

�

�µA

� HSA

id

�
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the square (6) commutes by the naturality of η, and the triangle (7) by the unit law for

the S-algebra map �µA. This proves the proposition.

At the level of natural transformations, the proposition above induces the following

correspondence between the arrows in LiftS-Alg and those in DistS.

Proposition 3.13. Given endofunctors H, K on a category � , together with their

liftings �H, �K to S-Alg, and a natural transformation α : H � K, the following holds:

if α lifts to S-Alg from �H to �K then S distributes over α with respect to the induced

distributive laws ΘH� �H� and ΘK��K�.

Proof. Assume that α lifts to S-Alg from �H to �K, that is, for any S-algebra �A�a�, the
diagram (3.4) holds. Now recall that ΘH��H� � �µ�H Æ SHη and ΘK��K� � �µ�K Æ SKη.
What we need to show is that the diagram (3.1) commutes for these distributive laws:

SHA
SHηA� SHSA

�µ�HA� HSA

SKA

SαA

�

SKηA

� SKSA

SαSA

�

�µ�KA

� KSA

αSA

�

This holds because of the diagram (3.4) for the S-algebra �SA�µA� and the naturality

of α. This proves the proposition.

This amounts to saying that if a natural transformation α : H � K is an arrow

in LiftS-Alg, it has to be an arrow in DistS too. We now define a functor using the

correspondence estabilished in Proposition 3.12 and Proposition 3.13.

Corollary 3.14. The mapping ΘH in Proposition 3.12 defines a faithful functor Θ from

LiftS-Alg to DistS.

Proof. Define Θ�H� �H� � ΘH� �H� and Θ�α� � α : Θ� �H�� Θ��K� for any α : �H � �K.

It is straightforward to verify its functoriality and faithfulness.

3.4 From distributive laws to liftings

Now we prove the opposite direction: the discussion proceeds similarly, by first prov-

ing that a distributive law induces a lifting, then after a little discussion on natural
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transformations, we finally define a faithful functor from DistS to LiftS-Alg.

Proposition 3.15. Given a monad �S�µ�η� and an endofunctor H on a category �, a

distributive law of S over H gives rise to a lifting of H to S-Alg.

Proof. Given a distributive law δ : SH � HS, we construct an endofunctor ΞH�δ� on

S-Alg as follows: for an S-algebra �A�a�, define the value of ΞH�δ� at this S-algebra as

ΞH�δ��A�a�� �HA�HaÆδA��

To see this is indeed an S-algebra we examine the commutativity of the following
diagrams:

S2HA
SδA� SHSA

SHa� SHA HA
ηHA � SHA

HS2A

δSA
�

HSa� HSA

δA

�
HSA

δA

�

HηA

�

SHA

µHA

�

δA

� HSA

HµA

�

Ha
� HA

Ha
�

HA

Ha
�

id

�

In the diagram on the left, the big square on the left commutes by (δ-µ), the upper

right one by the naturality of δ, and the one on the bottom right by the associative law

for the algebra a. In the diagram on the right, the upper triangle commutes by (δ-η),

and the lower one by the unit law for the algebra a.
For the arrow part of ΞH�δ�, given an S-algebra map f : �A�a� � �B�b�, we define

ΞH�δ� f to be H f : ΞH�δ��A�a� � ΞH�δ��B�b�. It is easy to see that this satisfies the
diagram for algebra maps:

SHA
δA� HSA

Ha� HA

SHB

SH f

�

δB

� HSB

HS f

�

Hb
� HB

H f

�

the left square commutes by the naturality of δ, and the right one because f is an

S-algebra map. The endofunctor ΞH�δ� clearly satisfies the conditions to be a lifting

of H, and this proves the proposition.
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Just as in the previous section, we can now state the following property of natural

transformations α : H � K:

Proposition 3.16. Given distributive laws δH and δK over endofunctors H and K and

a natural transformation α : H � K, the following holds: if S distributes over α with

respect to δH and δK then α lifts to S-Alg from Ξ�δH� to Ξ�δK�.

Proof. Assume diagram (3.1) holds for α. Then, for each S-algebra �A�a�, pasting the
diagram (3.1) for the component at A together with the naturality square for the arrow
a we obtain diagram (3.4) for α

SHA
δH

A� HSA
Ha� HA

SKA

SαA

�

δK
A

� KSA

αSA

�

Ka
� KAa

αA

�

showing that α lifts to S-Alg from Ξ�δH� to Ξ�δK�.

This amounts to say that if a natural transformation α : H � K is an arrow in

DistS, it has to be an arrow in LiftS-Alg, too. We now define the functor using the

correspondence estabilished in Proposition 3.15 and Proposition 3.16.

Corollary 3.17. The mapping ΞH in Proposition 3.15 defines a faithful functor Ξ from

DistS to LiftS-Alg.

Proof. Define Ξ�H�δH��ΞH�δH� and Ξ�α��α : Ξ�δH��Ξ�δK� for any α : δH � δK .

Verifying functoriality and faithfulness is easy.

3.5 Proving the isomorphism

We present in this section our first theorem, which states that the correspondence

shown in the previous two sections is an isomorphism, or more precisely, that the

functors Θ and Ξ defined in the previous two sections are mutually invertible between

the category of distributive laws and that of liftings.

LiftS-Alg

Θ��
Ξ

DistS
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Recall that the object part of the functor Θ is defined to send �H to Θ� �H� � �µ�H ÆSHη,

just as in Proposition 3.12, while the functor Ξ sends δH to a functor ΞH�δH� as defined

in Proposition 3.15.

In the next lemma we prove that these mappings yield a bijection between objects

of DistS and LiftS-Alg.

Proposition 3.18. Given a monad �S�µ�η� and an endofunctor H on �,

1. for any lifting �H of H to S-Alg,

�H � Ξ�Θ��H��

holds, or equivalently, for any S-algebra �A�a�,

�a�H � HaÆ�µ�H
A ÆSHηA� (3.7)

2. for any distributive law δ : SH � HS of S over H,

δ � Θ�Ξ�δ��

holds, or equivalently,

δA � HµA ÆδSA ÆSHηA� (3.8)

Proof. For 1., we start with the equality on objects. The value of Ξ�Θ� �H�� at an

S-algebra �A�a� is

Ξ�Θ��H���A�a�� �HA�HaÆΘ��H�A�

where by definition the structure map decomposes as

HaÆΘ��H�A � HaÆ�µ�H
A ÆSHηA

We need to show that this equals to the structure map �a �H of �H�A�a�. To see that holds,
we verify that the diagram

SHSA
�µ�HA� HSA

SHA
idHA

�

SH
η A

�

SHA

SHa

�

�a�H
� HA

Ha

�
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commutes, where the triangle on the left commutes by the unit law for an S-algebra

a and the square on the right commutes by the diagram 3.5. Hence the object part of

Ξ�Θ��H�� is equal to that of �H. Since the forgetful functor from S-Alg to � is faithful

and both �H and Ξ�Θ��H�� lifts H, equality on arrows is immediate.

Next, for 2., the component of Θ�Ξ�δH�� at A is given as

Θ�Ξ�δH��A � �µΞ�δH� ÆSHηA � HµA ÆδH
SA ÆSHηA

which is shown to be equal to δA in the following diagram:

SHSA
δH

SA� HS2A
HµA� HSA

SHA

SHηA

�

δH
A

� HSA

HSηA

�

id H
SA

�

The square on the left commutes by the naturality of δH , and the triangle on the right

by the unit law of the monad. This proves Θ�Ξ�δH�� � δH . This completes the proof

of the proposition.

Our goal in this section is the following theorem:

Theorem 3.19. The categories DistS and LiftS-Alg are isomorphic.

Proof. We show that the functors Θ and Ξ define an isomorphism of categories be-

tween DistS and LiftS-Alg. Proposition 3.18 means that both Θ and Ξ are mutually in-

verse on objects. Since by definition they are faithful functors, they are isomorphisms

of categories between DistS and LiftS-Alg.

In Chapter 5 we prove the pseudo-version of this theorem, but there we do not have

an isomorphism but only an equivalence of 2-categories.

3.6 Lifting of H2

In this section we investigate the properties related to the composite endofunctor H 2,

which we will need in the discussion in the next section when we consider lifting
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the multiplication µ of a monad. Given a lifting �H of H, it is easy to see that �H2

is a lifting of H2. The equation (3.7) tells us that the structure map of the value,�H2�A�a�� �H2A��a�H2
�, of �H2 at �A�a� is given by

�a�H2
� H�a�H Æ�µ�H

HA ÆSHηHA�

Applying (3.7) again, this is further decomposed as

�a�H2
� H2aÆH�µ�H

A ÆHSHηA Æ�µ�H
HA ÆSHηHA

and since we know Θ� �H� � µ�H ÆSHη, we have

�a�H2
� H2aÆHΘ��H�A ÆΘ��H�HA�

One would naturally expect the last two components of the composed arrow on the

right hand side to be a distributive law. Indeed this is the case, as we see in the next

lemma.

Lemma 3.20. Given a distributive law δ : SH �HS of a monad S and an endofunctor

H on a category �, the natural transformation

SHH
δH� HSH

Hδ� HHS

is a distributive law of S over H2

Proof. We only need to verify that the two conditions (δ-µ) and (δ-η) of distributive
laws hold for the natural transformation Hδ Æ δH : SH2 � H2S. For the associative
law (δ-µ),

S2H2 SδH� SHSH
SHδ� SH2S

δHS� HSHS
HδS� H2S2

�1�

�2� HS2H

HSδ
�

δSH �

�3�

SH2

µH2

�

δH
� HSH

HµH
�

Hδ
� H2S

H2µ

�

where the area (1) commutes by the naturality of δ and (2) and (3) commute by (δ-µ)

for δ.
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And for the unit law (δ-η),

H2

SH2

ηH2

�

δH
� HSH

Hδ
�

HηH
�

H2S

H 2η

�

where the both triangles commute by (δ-η) for δ.

The above discussion amounts to the following proposition.

Proposition 3.21. Given an endofunctor H on �, a lifting �H of H to S-Alg and a

distributive law δ of S over H,

�H2 � Ξ�HΘ��H�ÆΘ��H�H� (3.9)

HδÆδH � Θ�Ξ�δ�2� (3.10)

hold.

The above proposition leads to a further discussion: the operations appearing on

the left hand side extend to strict monoidal structures on LiftS-Alg and DistS, and the

isomorphisms Θ and Ξ are both strict monoidal functors, i.e., they preserve those strict

monoidal structures. In Chapter 6, we state this more formally and further investigate

the pseudo-case.

3.7 Distributive laws of S over monads

Now we turn our attention from endofunctors H to monads T on � and establish a

version of the theorem proved in Section 3.5 for distributive laws of S over a monad

T . First we define the notion of distributive laws of S over monads and the category

DistSmonads, consisting of distributive laws over monads and monad morphisms that S

distributes over. Next, we define liftings of monads to S-Alg and the category Liftmonads
S-Alg ,

consisting of liftings of monads and monad morphisms that lift to S-Alg. Then, we

prove that the functors Θ and Ξ induce an isomorphism between those categories. In

the proof of the theorem, the result stated in the previous section plays an essential

role.
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We start with the definition of distibutive laws of S over a monad. Distributive laws

over monads are those over endofunctors with two additional conditions which follow

from the compatibility with the multiplication and the unit of monads. Let �S�µS�ηS�

and �T�µT �ηT � be monads on �. A distributive law of S over T is defined as follows:

Definition 3.22. Let �S�µS�ηS� and �T�µT �ηT � be monads on �. A distributive law δ
of S over T is a natural transformation δ : ST � TS that makes the following diagrams
commute:

S2T
Sδ� STS

δS� TS2 T

ST

µST

�

δ
� TS

TµS

�
ST

ηST

�

δ
� TS

Tη S

�

ST 2 δT� STS
Tδ� T 2S S

ST

SµT

�

δ
� TS

µT S

�
ST

SηT

�

δ
� TS

η T
S

�
(3.11)

Just as in the case of endofunctors, distributive laws over monads form a category,

in which we consider only the arrows that are monad morphisms. Recall the definition

of a monad morphism defined in Section 2.1.

Proposition 3.23. The following data form a category we denote by DistS
monads: the

objects are pairs ��T�µT �ηT ��δ� of a monad �T�µT �ηT � and a distributive law δ of S

over it, and an arrow from ��T�µT �ηT ��δT � to ��T ��µT �

�ηT �

��δT �

� is given by a monad

morphism α : �T�µT �ηT �� �T ��µT �

�ηT �

� that S distributes over with respect to δT and

δT �

.

3.7.1 Lifting a monad to S-Alg

Now we define the lifting of monads: the main point is the liftings of the natural

transformations µ and η.
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Definition 3.24. A lifting of �T�µT �ηT � to S-Alg is a monad ��T �µ�T �η�T � for which

U �T � TU (3.12a)

Uµ
�T � µTU� Uη�T � ηTU (3.12b)

hold, where U is the forgetful functor from S-Alg to �.

The condition (3.12a) means that �T is a lifting of T as an endofunctor, hence, just as

in the Definition 3.5, for any S-algebra �A�a� and any map of S-algebras f : �A�a� � �B�b�,

the value �T �A�a�� �TA��a� is an S-algebra and the structure map �a : STA � TA satis-

fies the diagrams (3.3a) for H � T . And T f : �T �A�a� � �T �B�b� is an S-algebra map,

satisfying the diagram (3.3b) for H � T .

Since T is a monad, in addition, we have conditions (3.12b), which tell us that �T
must be a lifting of T as an endofunctor such that the components of µ �T and η�T at an

S-algebra �A�a�, which are S-algebra maps,

µ
�T
�A�a� : �T 2�A�a� � �T �A�a�

η�T
�A�a� : IdS-Alg � �T �A�a�

(3.13)

are given by the components µT
A and ηT

A of µT and ηT , respectively. Since, �T 2 is a

lifting of T 2, and IdS-Alg is a lifting of Id�, the condition (3.13) means that µ�T and η�T

are liftings of µT and ηT to S-Alg, in the sense of Definition 3.7, with respect to these

liftings.

Here, again, we only consider the monad morphisms as arrows. The following

property of liftings of natural transformations defined in Definition 3.7 is easily veri-

fied.

Lemma 3.25. Given a monad morphism α : �T�µT �ηT �� �T ��µT �

�ηT �

�, if the natural

transformation α : T � T � lifts to S-Alg from �T to �T � as endofunctors, then it is a

monad morphism from ��T �µ�T �η�T � to ��T ��µ�T
�

�η�T �

�.

Now we consider a category of liftings of monads and monad morphisms between

them:

Proposition 3.26. The following data form a category we denote by Liftmonads
S-Alg : objects

are pairs ��T�µT �ηT �� �T � of a monad �T�µT �ηT � and its lifting �T as a monad to S-Alg,
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and an arrow from ��T�µT �ηT �� �T � to ��T ��µT �

�ηT �

�� �T �� is given by a monad morphism

α : �T�µT �ηT �� �T ��µT �

�ηT �

� that lifts to S-Alg from �T to �T �.

3.7.2 Isomorphism for the monad case

Evidently, a monad is an endofunctor with additional structure. Both the distributive

laws over monads and the liftings of monads are defined accordingly. In Section 3.5 we

saw that the functors Θ and Ξ define an isomorphism of categories between DistS and

LiftS-Alg. In this section, we consider the categories DistSmonads and Liftmonads
S-Alg , and show

that the functors Θ and Ξ naturally induce functors that again define an isomorphism

between those categories.

Proposition 3.27. The functor Θ in Proposition 3.12 induces a functor from Liftmonads
S-Alg

to DistSmonads.

Proof. We define

Θ� : Liftmonads
S-Alg � DistSmonads

as Θ���T�µT �ηT �� �T � � ��T�µT �ηT ��Θ��T �� and Θ��α� � α. It is obvious that an ar-
row α in Liftmonads

S-Alg is necessarily an arrow in DistSmonads. Then what we are left to show

is that, the distributive law Θ��T � satisfies the extra conditions (3.11) for the distribu-
tivity over a monad. In order to do so, we only need to note that, by the definition of
liftings of monads, both µT : T 2 � T and ηT : Id � T lift to S-Alg (3.13). This implies
both µT and ηT are arrows in LiftS-Alg. Hence Θ�µT � � µT is an arrow in DistS such
that, for any object A of �,

ST 2A
Θ��T 2�A� T 2SA

STA

SµT
A

�

Θ��T �A

� TSA

µT
SA

�

commutes. Since Θ��T 2� � TΘ��T �ÆΘ��T �T follows from Proposition 3.21, we have
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the diagram

ST 2A
Θ��T �TA� TSTA

T �Θ��T ��A� T 2SA

STA

SµT
A

�

Θ��T �A

� TSA

µT
SA

�

commute, which is indeed the associative axiom for Θ��T � and µT . A similar argument
holds for ηT and the diagram

SA
idSA� SA

STA

SηT
A

�

Θ��T �A

� TSA

ηT
SA

�

holds. Note Θ�IdS-Alg� � IdS. Hence Θ��T � is indeed a distributive law over a monad.

This proves that Θ� is a functor from Liftmonads
S-Alg to DistSmonads.

Proposition 3.28. The functor Ξ in Proposition 3.12 induces a functor from DistS
monads

to Liftmonads
S-Alg .

Proof. from Liftmonads
S-Alg to DistSmonads. We define a functor

Ξ� : DistSmonads � Liftmonads
S-Alg

as Ξ���T�µT �ηT ��δT � � ��T�µT �ηT ���Ξ�δT ��µΞ�δT ��ηΞ�δT ��� and Ξ��α� � α. We
need to show that µT and ηT lift to S-Alg from Ξ�δT �2 to Ξ�δT �, and, from Ξ�Id��
to Ξ�δT �, respectively. We verify that for both cases the suitable instances of the
diagram (3.4) commute. For the multiplication µT , it should lift from Ξ�δT �2 to
Ξ�δT �. From Proposition 3.21 it follows that Ξ�δT �2 � Ξ�TδT ÆδT T � holds, so for any
S-algebra �A�a�, the equality �aΞ�δT �2 � �aΞ�TδT ÆδT T � holds. Therefore, the diagram (3.4)
for µT is given as

ST 2A
δT

TA� TSTA
TδT

A� T 2SA
T 2a� T 2A

STA

SµT
A

�

δT
A

� TSA

µT
TA

�

Ta
� TA

µT
A

�
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which commutes, by the associative law δT -µT for distributive laws and by the natu-
rality of µT . For the unit ηT , since Ξ�Id�� � IdS-Alg holds, the diagram is given as

SA
idSA� SA

a � A

STA

SηT
A

�

δT
A

� TSA

ηT
SA

�

Ta
� TA

ηT
A

�

which commutes by the unit law δT -ηT and the naturality of ηT . For the arrow part of

Ξ�, again, it is easily seen to be well-defined.

From the above two propositions and Theorem 3.19, we have the following result.

Corollary 3.29. The categories DistSmonads and Liftmonads
S-Alg are isomorphic.

3.8 The composite monad TS

The composite TS of two monads �S�µS�ηS� and �T�µT �ηT � on a category � is not

necessarily a monad, but when there exists a distributive law of S over T , it is the case

that TS is a monad on �. In this section we prove this fact, and then investigate the

relation between the algebras of this monad TS and the algebras of the lifting of T

induced by the distributive law.

Proposition 3.30. Given a distributive law δ : ST � TS of a monad �S�µS�ηS� over
a monad �T�µT �ηT � on a ordinary category �, the composite functor TS acquires the
structure for a monad on �, with multiplication given by

TSTS
T δS� TTSS

µT µS
� TS

Proof. We define the multiplication µTS as above and the unit ηTS as ηTS : Id
ηT ηS
� TS

and claim that �TS�µTS�ηTS� is a monad on �. Obviously, by definition,

µT µS � TµS ÆµT S2 � µT S ÆT 2µS

holds. It does not matter which to choose in the actual calculation, but in the following
we agree that we always use the second decomposition, i.e., we always calculate S first.



3.8. The composite monad TS 53

Similarly for ηT ηS. Then, we are left to prove that µTS and ηTS satisfy the axioms for
monads. For the associative law, the diagram

TSTSTS
TSTδS� TST 2S2 TST 2µS

� TST 2S
TSµT S� TSTS

�1� �4�

T 2S2TS

TδSTS
�

T 2SδS
� T 2STS2

TδTS2

�

T 2STµS
� T 2STS

T δTS
�

�8�

�5�

�2� T 3S3

T 2δS2

�

T 3SµS
� T 3S2

T 2δS
�

TµT S2
� T 2S2

T δS

�

�6� �9�

T 2STS

T 2µSTS

�

T 2δS
� T 3S2

T 3µSS
�

T 3µS
� T 3S

T 3µS

�

TµT S
� T 2S

T 2µS

�

�3� �7� �10�

TSTS

µT STS
�

TδS
� T 2S2

µT TS2

�

T 2µS
� T 2S

µT TS
�

µT S
� TS

µT S
�

commutes for the following reasons: the squares (1), (4) and (5) by the naturality of
δ, (3), (7) and (9) by the naturality of µT , (2) and (8) by the axioms for distributive law
δ-µS and δ-µT , respectively, and (6) and (10) by the associative laws for monads S and
T , respectively. Next, the left unit law is given as

TS
TSηS

� TS2 TSηT S � TSTS

�1� �2�

�3� T 2S2

T δS
�

Tη T
S 2 �

TS

TµS

�

id
TS

�

�4� T 2S

T 2µS

�
TηTS

�

TS

µT S
�

id
TS

�

which commutes (1) and (4) by the left unit laws for monads S and T , respectively,
and (2) by the axiom for distributive law δ-ηT and (3) by the naturality of ηT . Finally,
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the right unit law:

TSTS �
ηT STS

STS �
ηSTS

TS

�5� �8�

T 2S2

T δS
�
� ηT TS2

TS2

δS
��

TηS S

�9�

�6�

T 2S

T 2µS

�
� ηT TS

TS

TµS

��

id TS

TS

µT S �7�
��

idTS

the commutativity is given by: (5) and (6) by the naturality of ηT , (9) and (7) by the

right unit laws for monads S and T , respectively, and (8) by the axiom for distributive

law δ-ηT . This concludes the proof that �TS�µTS�ηTS� is a monad.

3.8.1 Comparison between the algebras

Having seen that TS is a monad under the exisitence of a distributive law δ of S over T ,

now we consider its algebras and the relationship between the category of TS-algebras

and that of the algebras of the lifting induced by the distributive law.

First we have a look at the algebra of the composite monad TS. A TS-algebra

�A� l : TSA � A� is, by definition, a pair of an object A of � and an arrow l : TSA � A

such that the following diagrams commute:

TSTSA
T δSA� T 2S2A

T 2µS
A� T 2SA

µT
SA� TSA A

ηS
A � SA

ηT
SA� TSA

TSA

TSl

�

l
� A

l

�
A

l

�

idA

�

(3.14)

And a map f : �A� l�� �A�� l�� of TS-algebras is an arrow f : A� A� in � such that the
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diagram

TSA
TS f� TSA�

A

l

�

f
� A�

l

�

commutes. These define the category TS-Alg.
Now, in turn, we consider the algebras of a monad on the category S-Alg which is

given as the lifting Ξ�δ� of T induced by the distributive law δ. A Ξ�δ�-algebra has the
form of ��A�h��k�, where �A�h : SA � A� is an S-algebra and the structure map k is an
S-algebra map k : �TA�ThÆδA� � �A�h�, which means that k is an arrow k : TA � A
in � such that the following diagram should commute:

STA
δA� TSA

Th � TA

SA

Sk

�

h
� A

k

�

Moreover, the arrow k should also satisfy the commutativity of the following two
diagrams, in order to be a structure map of a Ξ�δ�-algebra:

Ξ�δ�2�A�h�
Ξ�δ�k� Ξ�δ��A�h� �A�h�

ηΞ�δ�
�A�h�� Ξ�δ��A�h�

Ξ�δ��A�h�

µΞ�δ�
�A�h�

�

k
� �A�h�

k

�
�A�h�

k

�

id
�A�h� �

Since all the arrows in the above diagram represent S-algebra maps, the requirements
reduce to the commutativity of the following two diagrams:

T 2A
Tk � TA A

ηT
A � TA

TA

µT
A

�

k
� A

k

�
A

k

�

id
A

�

which means that the arrow k has the property of a structure map of T -algebras, i.e.,
�A�k� forms a T -algebra. And a map f : ��A�h��k� � ��A��h���k�� of Ξ�δ�-algebras is
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an S-algebra map f : �A�h� � �A��h�� which makes the diagram

Ξ�δ��A�h�
Ξ�δ� f� Ξ�δ��A��h��

�A�h�

k

�

f
� �A��h��

k�

�

commute. All the arrows in this diagram are S-algebra maps, however the commuta-
tivity of this square only depends on the commutativity of the square

TA
T f � TA�

A

k

�

f
� A�

k�

�

which means that f : A � A� is also a T -algebra map, not only an S-algebra map.

The opposite direction of the above discussion also holds; to summarise, we have

the following proposition:

Proposition 3.31. Given an object A and arrows h : SA � A and k : TA � A of �, a

structure of the form ��A�h��k� is a Ξ�δ�-algebra if and only if

1. �A�h� is an S-algebra

2. k : TA � A is an S-algebra map from �TA�ThÆδA� to �A�h�

3. �A�k� is a T -algebra,

and, given an arrow g : A� A� and Ξ�δ�-algebras ��A�h��k� to ��A��h���k��, the arrow

g is a Ξ�δ�-algebra map from ��A�h��k� to ��A��h���k�� if and only if

1. g is an S-algebra map from �A�h� to �A��h��

2. g is a T -algebra map from �A�k� to �A��k��.

All the Ξ�δ�-algebras and maps between them again form a category which we

denote by Ξ�δ�-Alg.

Now, in the rest of the section we investigate the relationship between these two

categories of algebras and establish that there exists a canonical isomorphism between

them. We start with considering the adjunctions that the monads involved define.



3.8. The composite monad TS 57

Proposition 3.32. There exists a unique comparison functor K from Ξ�δ�-Alg to TS-Alg.

Proof. From Lemma 2.4, for the monad �S�µS�ηS� on � and �Ξ�δ��µΞ�δ��ηΞ�δ�� on

S-Alg, we have adjunctions

�FS�GS�ηS�εS� : � �
GS

FS
� S-Alg

�FΞ�δ��GΞ�δ��ηΞ�δ��εΞ�δ�� : S-Alg �
GΞ�δ�

FΞ�δ�
� Ξ�δ�-Alg�

Then, Lemma 2.6 says that these two adjunctions yield a composite adjunction

�FΞ�δ�S�GΞ�δ�S�ηΞ�δ�S�εΞ�δ�S� : � �
GSGΞ�δ�

FΞ�δ�FS
� Ξ�δ�-Alg

as defined in the lemma. Then we can in turn use Lemma 2.5 to construct a monad

GΞ�δ�SFΞ�δ�S from this adjunction. Now it is routine to show that this monad in fact

equals the composite monad �TS�µTS�ηTS�. Therefore, we can use Lemma 2.7 to

obtain the comparison functor K, which is required in the proposition.

Therefore, we have a unique comparison functor

K : Ξ�δ�-Alg � TS-Alg

such that KFΞ�δ�S � FTS and GTSK � GΞ�δ�S, between the above adjunction

�FΞ�δ�S�GΞ�δ�S�ηΞ�δ�S�εΞ�δ�S�

and the adjunction �FTS�GTS�ηTS�εTS�, which is induced by the monad �TS�µTS�ηTS�.

Lemma 2.7 designates the construction of K as follows: for a Ξ�δ�-algebra ��A�h��k��

K��A�h��k�� �GSGΞ�δ���A�h��k��GSGΞ�δ��εΞ�δ� �FΞ�δ�εSGΞ�δ����A�h��k��

which reduces to �A�k Æ Th�. And a Ξ�δ�-algebra map f : ��A�h��k� � ��A��h���k��,

where f : A�A� is both an S-algebra map and a T -algebra map, is sent to a TS-algebra

map

K f : �A�k ÆTh� � �A��k� ÆTh���
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What we next need to show is that this comparison functor K is an isomorphism.

To this end, we now define an inverse K�1 of K,

K�1 : TS-Alg� Ξ�δ�-Alg�

Given �A� l : TSA � A� a TS-algebra, we define the object part of K�1 as;

K�A� l�� ��A� l ÆηT
SA�� l ÆTηS

A��

The following lemma verifies the well-definedness of the above definition.

Lemma 3.33. The algebra ��A� l ÆηT
SA�� l ÆTηS

A� is a Ξ�δ�-algebra.

Proof. We prove the statement in three steps.
1. We first show that �A� l ÆηT

SA� is an S-algebra. The associative law for the algebra is
given in the left diagram below, and the unit law in the right diagram.

S2A
SηT

SA� STSA
Sl� SA A

ηS
A� SA

�2�

�1� TSTSA

ηT
STSA

� TSl� TSA

ηT
SA

�
TSA

ηT
SA

�

�3�

SA

µS

�

ηT
SA

� TSA

µTS

�

l
� A

l
�

A

l
�

id
A

�

In the square for the associativity, the commutativity of the square (1) in the left is

demonstrated in the next diagram. The right top square (2) commutes by the naturality

of ηT , and the right bottom square (3) commutes by the diagram on the left in (3.14),

the associative law for TS-algebras. For the diagram on the right, note that ηT S ÆηS

is ηTS; the diagram on the right above commutes immediately by the diagram on the

right in (3.14), the unit law for the structure map l.
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The commutativity of the square (1) above is proved as follows:

S2A
SηT

SA � STSA

�a�

TS2A
�

δ SAη T
S 2

A
�

�b� TSTSA

ηT
ST SA

�

T 2S2A

T δSA
�

η T
TS 2A

�

�c� �d�

TSA

TµS
A

� ηT
TSA

(e)

� T 2SA

T 2µS
A

�

SA

µS
A

�

ηT
SA

� TSA

µT
SA

�

id
TSA �

The reason of the commutativity of each area is given as follows: (a) by the unit law

for the distributive law δ and ηT , (b), (c) and (d) by the naturality of ηT , and (e) by the

unit law for the monad T .

2. Next, we show that l ÆTηS
A is an S-algebra map. The proof for this map to be an

S-algebra map is of type

�TA�T �l ÆηT
SA�ÆδA� � �A� l ÆηT

SA��

is given by the following diagram : the commutativity of the square (), which follows
from the coherence theorem of distributive law, is demonstrated in the next diagram,
and the squares (1) and (3) commute by that of ηT and ηS, respectively. For the squares
(2) and (4), they commute because l is a TS-algebra, i.e., by the associative law for the
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structure map l. Note that by definition µTS � µT SÆT 2µS Æδ.

STA
STηS

A � STSA
Sl� SA

�1�

TSA

δA

�
�	� TSTSA

ηT
STSA

�

TSl
� TSA

ηT
SA

�

�2�

T 2SA

T ηT
SA
� T ηS

TSA� TSTSA
µTS

A� TSA

µTS
A

�

�3� �4�

TA

T l
�

TηS
A

� TSA

TSl
�

l
� A

l

�
l �

And for the square labelled ��, we have the following commutative diagram hold
mainly by the unit laws of the monads T and S, to remove µT ’s and µS’s, by one unit
law for δ and ηS, and by several naturality squares:

ST
STηS

� STS

TS

δ
� TSηS

� TS2
�

δS

TSTS

ηT STS
�

T 2S

T ηT S
�

TS

TµS

�
id

�
T 2S2

T δS
�

η T
TS 2
�

T 2S

T 2µS

�

η T
TS
�

TSTS

T ηSTS

�

TδS
� T 2S2

T 2µS
�

T
2η SS

�

T 2S
µT S

�

id

�

TS

µT S
�

id

�

id

�

3. The last step is to show that �A� l ÆTηS
A� is a T -algebra. For this we need to show
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two things. The first, the associative law, is shown below;

T 2A
T 2ηS

A� T 2SA
T l� TA

�1�

�3� TSTSA

T ηS
TSA

� TSl� TSA

T ηS
A

�

�2�

TA

µT
A

�

T ηS
A

� TSA

µTS

�

l
� A

l
�

The square (1) commutes by the naturality of ηS, (2) by the fact that l is a structure map
of a TS-algebra. And for the rectangle (3), we have a closer look in the diagram below
on the left: the rectangle (a) commutes by the naturality of µT . For the remaining two
triangles, (b) is the unit triangle for the distributive law δ and ηS and (c) is the right unit
law for the monad S. Secondly, the unit law for �A� l ÆTηS

A� is given straightforwardly
by the diagram below on the right, the upper triangle of which is the equality by the
definition of ηTS and that of the horizontal composition of natural transformations, and
the lower one by the unit law for l being TS-algebra map.

T 2A
T 2ηS

A� T 2SA
T ηS

TSA� TSTSA A
ηT

A� TA

�c� �b�

�a� T 2SA

T 2idSA
�
�

T 2µS
A

T 2S2A

T δSA
�

T 2η S
SA �

TSA

TηS
A

�

η TS

�

TA

µT
A

�

TηS
A

� TSA

µT
SA

�
A

l
�

id
A

�

Now it follows from Proposition 3.31 that ��A� l ÆηT
SA�� l ÆTηS

A� is a Ξ�δ�-algebra.

We are yet to define the arrow part of K�1. A map

g : �A� l : TSA � A� � �A�� l� : TSA� � A��

of TS-algebras is sent by K�1 to g itself, which is a Ξ�δ�-algebra map such that

K�1g : ��A� l ÆηT
SA�� l ÆTηS

A� � ��A�� l� ÆηT
SA��� l� ÆTηT

A��

To see that this indeed is a Ξ�δ�-algebra map, we only need to verify that g : A � A�

is both an S-algebra map and a T -algebra map, with respect to the respective structure



62 Chapter 3. Distributive Laws

maps. This is verified easily, as shown below, by the naturality of ηT and ηS (the top
squares (1) and (3)), and by the fact that g is a TS-algebra map (the bottom ones (2)
and (4)).

SA
Sg � SA� TA

Tg� TA�

�1� �3�

TSA

ηT
SA

� TSg� TSA�

ηT
SA�

�
TSA

T ηS
A

� TSg� TSA�

TηS
A�

�

�2� �4�

A

l

�

g
� A�

l�

�
A

l

�

g
� A�

l�

�

From the above discussion, it follows that the functor K�1 is well-defined.

Having defined the functor K�1, we are now left to see that it is indeed an inverse

of K.

Lemma 3.34. The comparison functor K is invertible.

Proof. We show that K�1 ÆK � id and K ÆK�1 � id. We start from proving the first

equation. For the object part, let ��A�h��k� be a Ξ�δ�-algebra. Then

K�1 ÆK���A�h��k�� � K�1��A�k ÆTh��

� ��A�k ÆThÆηT
SA��k ÆThÆTηS

A�

which is equal to ��A�h��k� because, first the arrow k ÆThÆTηS
A is equal to k as in the

diagram

TA

TSA

T ηS
A

�

Th
� TA

k
�

Tid
A

�

A

which commutes by the unit law of the S-algebra h, and, secondly, the arrow k ÆThÆηT
SA

is equal to h because of the naturality of ηT (the square on the left) and of the unit law
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of the T -algebra k (the triangle):

SA
h � A

TSA

ηT
SA

�

Th
� TA

ηT
A

�

k
� A

id
A

�

It is also easy to see that the arrow part of K�1 ÆK is an identity. Hence we have

K�1 ÆK � id.

For the proof of the second equation K ÆK�1 � id, let �A� l� be a TS-algebra. Then

K ÆK�1��A� l�� � K���A� l ÆηT
SA�� l ÆTηS

A��

� �A� l ÆTηS
A ÆT �l ÆηT

SA��

The structure arrow l ÆTηS
A ÆT �l ÆηT

SA� is equal to l because the following diagram

TSA
T ηT

SA � T 2SA
T l � TA

�1� �2�

TSA

id
�
�
µT

SA

T 2SA �
T 2µS

A

�

id

T 2S2A

T 2ηS
SA
�
�
T δSA

TSTSA

Tη S
TSA
�

�3�

A

l
�
�

l
TSA

TηS
A

�

TSl
�

commutes by the left unit law for the monad T (1), the naturality of ηS (2), the right

unit law for the monad S (the triangle on the left), the unit law for ηS of the distributive

law δ, and one of the axioms (3.14) for the TS-algebra l (3).

Again, it is easy to see that the arrow part of K ÆK�1 is an identity. This concludes

the proof of the proposition.

From what we have seen so far, we can state the following theorem:

Theorem 3.35. There is a canonical isomorphism between TS-Alg and Ξ�δ�-Alg.

Proof. Follows immediately from Proposition 3.32 and Lemma 3.34.

We summarise the above discussion on the composite TS in the following theorem:
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Theorem 3.36. Given a distributive law δ : ST � TS of a monad �S�µS�ηS� over a

monad �T�µT �ηT � on a ordinary category �,

1. the composite functor TS acquires the structure for a monad on �, with multipli-
cation given by

TSTS
T δS� TTSS

µT µS
� TS

2. TS-Alg is canonically isomorphic to Ξ�δ�-Alg

3. the object T S1 has both canonical S-algebra and T -algebra structures on it.

As we will see in the later chapters, the results in this section all extend without

fuss to the pseudo setting.



Chapter 4

Kleisli Category and Distributive Laws

Just as in the previous chapter, we consider here the situation where there exist both

a monad �T�µT �ηT � and an endofunctor H, which we later upgrade to a monad, on

a category � . In Chapter 3 we fixed a monad and investigated distributive laws of

the monad over endofunctors (or monads), and how they are related to liftings of the

endofunctors (or the monads) to the category of algebras. In this chapter, we again fix

the monad T but consider distributive laws over it and how they relate to the Kleisli

category Kl�T � of T . It is shown that there exists an isomorphism between them just

as in the case of distributive laws and liftings.

This chapter mirrors the structure of Chapter 3: the main difference is that, in this

chapter, instead of distributive laws of a monad S over endofunctors, we study those of

endofunctors over a monad T ; instead of the category of S-algebras (Eilenberg-Moore

category), we consider the Kleisli category Kl�T � of T ; apart from these the discussion

takes the same path.

We start from the definition of a distributive law of an endofunctor H over a monad

T and the notion of a natural transformation distributing over T . We show that they

form the category DistT of distributive laws over T (Section 4.1).

In Section 4.2 we study the extensions of endofunctors to the Kleisli category

Kl�T � of T . After recalling the definition of the Kleisli category Kl�T � of a monad

T , we study some of its basic properties, in particular the adjunction between � and

Kl�T �. The counit of this adjunction plays an important role in the rest of the chapter.

Then we give the definitions of an extension of an endofunctor H to Kl�T � and of the

65
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notion of a natural transformation extending to Kl�T �. Again, they form the category

ExtKl(T) of extensions of endofunctors to Kl�T �.

In the following three sections we prove the categories DistT and ExtKl(T) are iso-

morphic: in Section 4.3 we define a functor ϒ from ExtKl(T) to DistT and in Section 4.4

a functor Γ from DistT to ExtKl(T). Then in Section 4.5 we prove that they are mutually

inverse and define an isomorphism of categories between DistT and ExtKl(T).

In Section 4.6, as preparation for the monad case, we prove some properties re-

garding the square of an endofunctor. This section corresponds to Section 3.6 in the

discussion of distributive laws and liftings.

Finally, we consider the case of distributive laws of monads over T in Section 4.7

and 4.8. After defining extensions of monads to Kl�T � in Section 4.7, we prove that

ϒ and Γ induce functors between Distmonads
T and Extmonads

Kl(T) determined by monads and

define an isomorphism of categories in Section 4.8.

4.1 Distributivity over a monad T

In this section we define the notion of a distributive law of an endofunctor H over a

monad T . We have, in the previous chapter, seen the definition of a distributive law of

a monad S over an endofunctor, and the following definition is a natural dual.

Definition 4.1. Given an endofunctor H and a monad �T�µ�η� on a category � , a

distributive law of H over T is a natural transformation δ : HT � TH such that the

following diagrams commute:

HT 2 δT� HTH
Tδ� T 2H H

HT

HµT

�

δ
� TH

µT H

�
HT

HηT

�

δ
� TH

η T
H

�
(4.1)

Similarly to the case of distributive laws of a monad over endofunctors, in the

presence of two distributive laws δH : HT � TH and δK : KT � TK, given a natural

transformation α : H � K, we can consider the situation where α distributes over T

with respect to these distributive laws.
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Definition 4.2. Let δH : HT � TH and δK : KT � TK be distributive laws of H and

K over T , respectively. Then a natural transformation α : H � K distributes over T

with respect to δH and δK if the following diagram

HT
δH
� TH

KT

αT

�

δK
� TK

Tα

�

(4.2)

commutes.

Proposition 4.3. Given a monad �T�µ�η� on a category � , the following data form

a category we denote by DistT: objects of DistT are pairs �H�δ : HT � TH� of an

endofunctor H on � and its distributive law over T , and an arrow from �H�δH� and

�K�δK� is given by a natural transformation α : H � K that distributes over T with

respect to δH and δK. The composition of arrows is given by composition of natural

transformations.

Notation 4.4. Just as before, we often omit the first component in the objects whenever

it does not cause confusion and just write δH instead of �H�δ : HT � TH�.

4.2 Extension of S to the Kleisli Category

In this section, we turn to the Kleisli category Kl�T � of the monad T . After recalling

the definition of Kleisli category, we have a close look at the well-known adjunction

�J�G�η�ε� between � and Kl�T �. We examine the naturality of the counit ε of this

adjunction as it plays an important role in the following sections. We also state two

equations on the adjoint arrows, derived from the adjunction.

4.2.1 Some properties of Kleisli categories

Definition 4.5. Let �T�µ�η� be a monad on a category � . The Kleisli category Kl�T �

of T is a category that has, for each object A in � , an object AT , and, for each arrow
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f of type A � TB in � , an arrow h of type AT � BT in Kl�T �. We use the notation

h � f � and f � h� to express this relation between arrows. The composition in Kl�T �

is defined in terms of that in � , as follows: let h : AT � BT and k : BT �CT be arrows

in Kl�T �. Then k Æh is defined as

k Æh � �µCT ÆTk� Æh���

yielding an arrow of type AT � CT in Kl�T �. It is straightforward to see that this

construction is associative. The identity is given as idAT � η�
A : AT � AT , which is the

left and right unit for the composition due to the unit law of the monad T .

As is well-known, there is a canonical adjunction between � and Kl�T �, for which

the mapping between adjoint arrows is in fact given by �� and ��.

Proposition 4.6 (Another monad induced adjunction (Kleisli)). Given a monad

�T�µ�η� on � , there is an adjunction

�J�G�η�ε� : �
J��
G

Kl�T �

where J and G are functors such that JA � AT and GBT � TB on objects A in � and

BT in Kl�T �, and for arrows f : A � B in � and h : AT � BT in Kl�T �,

J f � �ηB Æ f �� : AT � BT

Gh � µB ÆTh� : TA
Th�
� T 2B

µB� T B�

Note that GJ � T holds not only on objects but also on arrows. The unit η : Id� �GJ

of this adjunction is provided by the unit η of the monad T , and the counit ε : JG� IdKl�T�

is given by

εAT � id�
TA : �TA�T � AT �

Now we verify that the unit ε is indeed a natural transformation. For an arrow

h : AT �BT in Kl�T �, the naturality of ε is given by the commutativity of the following

square in Kl�T �

�TA�T
εAT � id�

TA� AT

�TB�T

JGh

�

εBT � id�
TB

� BT

h

�
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where the composite arrows are calculated as

hÆ εAT � �µB ÆTh� Æ idTA�
�

� �µB ÆTidTB ÆTh���

� id�
TB Æ �Th����

Since JGh � �ηTB Æ µB ÆTh��� � �µTB ÆTηTB ÆTh��� � η�
TB Æ �Th��� � �Th��� holds,

this demonstrates the naturality of ε.

Then there exist bijections

� �A�GBT � � � �A�T B�
���
�

Kl�T ��AT �BT � � Kl�T ��JA�BT �

A
f� TB

AT
f �
� BT

A
h�
� TB

AT h
� BT

which are natural in A and BT . The naturality of these bijections amount to the follow-

ing equations: for arrows f : A � TB and g : B � TB� in Kl�T � and m : A� � A in � ,

g� Æ f � � �Gg� Æ f �� (4.3a)

� f Æm�� � f � Æ Jm� (4.3b)

and two more equations involving only �, which are inverses of these. Note the first

equation (4.3a) gives the definition of composition of arrows in Kl�T �.

4.2.2 Extension to Kl(T)

Here we consider the situation where there exist both a monad �T�µT �ηT � and an

endofunctor H, which we later upgrade to a monad, on a category � . We define the

notion of an extension of H to Kl�T �, which is an endofunctor on Kl�T � that commutes

with the left adjoint J and H. We then state a useful lemma which gives the values of an

extension at adjoint arrows. After considering the extensions of natural transformations

and some of their properties, we give the definition of extensions of monads on � to

Kl(T), which is the second of the two main ingredients of the later discussion in this

section.
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Definition 4.7. Given a monad �T�µT �ηT � and an endofunctor H on a category � , an

extension of H to Kl�T � is an endofunctor �H on Kl�T �, for which �HJ � JH holds.

The condition requires the functor �H to satisfy �HAT � �HA�T on an object AT , and

for an arrow m : A � B in � ,

�H�ηT
B Æm�� � �ηT

HB ÆHm��� (4.4)

Since �H is a functor, we have equalities �H�k Æ h� � �Hk Æ �Hh and �HidA � id
�HAT

,

where h : AT � BT and k : BT � CT are arrows in � . The first of the two equations

amounts to the equality

�µT
HC ÆT � �Hk�� Æ ��Hh���� � �H�µT

C ÆTk� Æh���� (4.5)

And, since the identity arrow idAT : AT � AT in Kl�T � is ηT
A

�
, the second equation

gives the equality �HηT
A

�
� ηT

HA
�
� (4.6)

Moreover, we have the following lemma:

Lemma 4.8. For any arrow h : AT � BT in Kl�T �

�Hh � ���HεBT �
� ÆHh��� (4.7)

holds.

Proof. Recall εBT � id�
TB. Then, the right hand side calculates:

���Hid�
TB�

� ÆHh��� � �Hid�
TB Æ JHh� by (4.3b)

� �Hid�
TB Æ �HJh�

� �H�µT
B ÆTidTB ÆηT

B Æh���

� �Hh

The notion of extension to Kl(T) naturally extends to natural transformations.
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Definition 4.9. Given extensions �H, �K of endofunctors H and K, respectively, and a

natural transformation α : H � K on � , we say “α extends to Kl�T � from �H to �K” if,

for each A in � , JαA is the component at AT of a natural transformation in Kl�T �, or

equivalently, there exists a natural transformation �α : �H � �K, such that �αJ � Jα holds.

Then, from the naturality condition α for the components of the counit ε of the

adjunction, we have the following lemma to characterise this notion:

Lemma 4.10. Given extensions �H, �K of endofunctors H and K, a natural transforma-

tion α : H � K extends to Kl�T � from �H to �K if and only if for each A the following

holds:

��KεAT �
� ÆαTA � GJαA Æ ��HεAT �

�� (4.8)

Proof. If there exists a natural transformation �α : �H � �K such that �αJ � Jα, then from

its naturality it follows that for each component εAT of ε, the equality

�KεAT Æ �α�TA�T � �αAT Æ �HεAT

should hold. The adjoint of the left hand side is an arrow � �KεAT �
� ÆαTA in � , which

equals the adjoint of the right hand side GJαAÆ� �HεAT �
�, proving that the equality (4.8)

holds.

For the opposite direction, assume the equality (4.8) holds for α. Then, for any

arrow h : AT � BT in � , one can calculate

�KhÆ JαA � ���KεBT �
� ÆKh��� Æ JαA

� ���KεBT �
� ÆKh� ÆαA�

�

� ���KεBT �
� ÆαTB ÆHh���

� �GJαB Æ ��HεBT �
� ÆHh���

� JαB Æ ���HεBT �
� ÆHh���

� JαB Æ �Hh�
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proving the commutativity of the naturality square

�HA�T
JαA� �KA�T

�HB�T

�Hh

�

JαB

� �KB�T �

�Kh

�

Extensions of endofunctors on and natural transformations between them form a

category.

Proposition 4.11. Let �T�µ�η� be a monad on a category � . The following data yields

a category we denote by ExtKl(T): objects �H� �H� are pairs of an endofunctor H on

� and its extension �H to Kl�T �, and an arrow from �H� �H� and �K� �K� is given by a

natural transformation α : H �K that extends to Kl�T � from �H to �K. The composition

of arrows is given by that of natural transformations.

4.3 From extensions to distributive laws

Now we can prove the following proposition.

Proposition 4.12. Given a monad �T�µT �ηT � and an endofunctor H on � , an exten-

sion �H of H to Kl�T � gives rise to a distributive law from HT to TH in � .

Proof. We define a mapping ϒH from extensions of H to Kl�T � to distributive laws

of H over T . The value of ϒ at �H is a natural transformation ϒ� �H� : HT � TH,

whose component ϒ� �H�A of ϒ��H� at A is defined to be the arrow � �HεAT �
� in � . We

need to prove that this is a distributive law. First, we need to see that it is a natural

transformation. The naturality square for an arrow m : A � B in � is

HTA
��HεAT �

�
� THA

HTB

HTm

�

��HεBT �
�
� THB

THm

�
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for which a proof of commutativity is given as follows: the composite of the top and

the right sides are

THmÆ ��HεAT �
� � GJHmÆ ��HεAT �

�

� G �HJmÆ ��HεAT �
�

� � �HJmÆ �HεAT �
�

� � �HεBT Æ �HJGJm��

� � �HεBT Æ JHGJm��

� � �HεBT �
� ÆHTm�

proving the commutativity of the square above.
Next, to see that our choice of distributive law satisfies the associative and the unit

laws, we examine the two axioms. For the associative law of ϒ� �H� and µT ,

HT 2A
� �Hε�TA�T �

�

� THTA
T � �HεAT �

�
� T 2HA

HTA

HµT
A

�

� �HεAT �
�

� THA

µT
HA

�

This commutes simply by the definition of composition in Kl�T �. The top and the

right sides compose as

µT
HA ÆT � �HεAT �

� Æ ��Hε�TA�T �
� � � �H�µT

A ÆTidTA Æ idT2A�
���

� � �H�µT
A�

���

which is equal to � �HεAT �
� ÆHµT

A from the Lemma 4.8, proving the commutativity of

the diagram. Finally, the unit law of ϒ� �H� and ηT is

HA

HTA

HηT
A

�

� �Hid�
TA�

�
� THA

η T
HA

�

whose commutativity follows immediately from Lemma 4.8 and the equation (4.6).

This concludes the proof of Proposition 4.12.
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Corollary 4.13. The mapping ϒ in Proposition 4.12 defines a functor ϒ from ExtKl(T)

to DistT.

Proof. Define ϒ�H� �H� � ϒ� �H� and ϒ�α� � α : ϒ� �H�� ϒ��K� for any α : �H � �K. The

definition of the arrow part is justified by Lemma 4.10. The condition 4.8 makes the

diagram 3.1 hold for α : ϒ� �H�� ϒ��K�.

4.4 From distributive laws to extensions

Proposition 4.14. A distributive law δ : HT � TH of an endofunctor H over a monad

�T�µ�η� gives rise to an extension of H to Kl�T �.

Proof. We define a mapping ΓH from distributive laws of H over T to extensions of

H to Kl�T �. Define ΓH�δ� to be an endofunctor on Kl�T � such that the values at an

object AT and an arrow h : AT � BT of Kl�T � are given as ΓH�δ�AT � �HA�T and

ΓH�δ�h � �δB ÆHh���. We verify the functoriality of ΓH�δ�: both conditions on the

composition and the identity hold because of the two axioms of δ. For the composition,

given a pair of arrows h : AT � BT and k : BT �CT in Kl�T �, we have

ΓH�δ�k ÆΓH�δ�h � �δC ÆHk��� Æ �δB ÆHh���

� �G�δC ÆHk��� ÆδB ÆHh���

� �µHC ÆTδC ÆTHk� ÆδB ÆHh���

� �µHC ÆTδC ÆδTC ÆHTk� ÆHh���

� �δC ÆHµC ÆHTk� ÆHh���

� �δC ÆH�k Æh���� � ΓH�δ��k Æh�

and for the identity,

ΓH�δ�idAT � �δA ÆHηA�
� � η�

HA�

Finally we prove that ΓH�δ� is an extension of H to Kl�T �. It obviously satisfies

the condition on objects. For arrows, given any arrow m : A� B in � , we have

ΓH�δ�Jm � ΓH�δ��ηB Æm�� � �δB ÆHηB ÆHm�� � �ηHB ÆHm��

as desired. This completes the proof of Proposition 4.14.
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Corollary 4.15. The mapping Γ in Proposition 4.14 defines a functor Γ from DistT to

ExtKl(T).

Proof. Define Γ�H�δH : HT � TH� � ΓH�δH� and Γ�α� � α : Γ�δH�� Γ�δK� for

any α : δH � δK . Justification for the definition of the arrow part is similar to that in

the definition of ϒ (Corollary 4.13, by Lemma 4.10.)

4.5 Isomorphism between DistT and ExtKl(T)

Theorem 4.16. The functors ϒ and Γ are mutually inverse and, indeed, define an

isomorphism of the categories ExtKl(T) and DistT.

Proof. The constructions shown in the previous two sections are mutually inverse.

Given an extension �H, the induced distributive law ϒ� �H� defines an extension Γ�ϒ� �H��

that sends h : AT � BT to

�ϒ��H�B ÆHh��� � ���HεBT �
� ÆHh��� � �Hh�

which is the same arrow as the one �H sends h to, meaning they define the same ex-

tension. Meanwhile, given a distributive law δ, the induced extension Γ�δ� defines a

distributive law ϒ�Γ�δ��, whose component at A is given by

�Γ�δ�εAT �
� � δA ÆHε�

AT
� δA ÆHidTA � δA

proving that it defines the original distributive law δ. This completes the proof of the

theorem.

4.6 Extension of H2

In this section, we consider distributive laws and extensions of the endofunctor H 2,

along the lines of Section 3.6. The discussion in this section can be formulated in

terms of strict monoidal structures on ExtKl(T) and DistT, and it extends to the pseudo-

case in a similar manner as in Chapter 6 for the liftings.

Given an extension �H of an endofunctor H to Kl�T �, it is immediate that the

composite �H2 is an extension of H2. On the other hand, given a distributive law
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δ : HT � TH of H over T , we have the following lemma to construct a distributive

law of H2:

Lemma 4.17. Given a distributive law δ : HT � TH of an endofunctor H and a monad

T on a category � , the natural transformation

HHT
Hδ� HTH

δH� THH

is a distributive law of H2 over T .

Proof. By a similar discussion as Lemma 3.20.

The following proposition relates the functors ϒ and Γ to the above discussion.

Proposition 4.18. Given an endofunctor H on � and an extension �H of H to Kl�T �

and a distributive law δ of H over T ,

�H2 � Γ�ϒ��H�H ÆHϒ��H�� (4.9)

δH ÆHδ � ϒ�Γ�δ�2� (4.10)

hold.

Proof. Immediate from the definitions of ϒ and Γ.

Similarly to the case for liftings, the isomorphisms ϒ and Γ are both strict monoidal

functors.

4.7 Categories Distmonads
T and Extmonads

Kl(T)

In the rest of the chapter we consider extensions of monads to Kl�T � and study their

relationship to distributive laws of monads over T . In order to do so, we first define the

variants of DistT and ExtKl(T), which we denote by Distmonads
T and Extmonads

Kl(T) .

The category Distmonads
T is very similar to DistSmonads defined in Section 3.7.

Proposition 4.19. The following data form a category we denote by Distmonads
T : objects

are pairs ��S�µS�ηS��δ : ST � TS� of a monad �S�µS�ηS� and a distributive law δ of S

over T , and an arrow from ��S�µS�ηS��δS : ST � TS� to ��S��µS�

�ηS�

��δS�

: S�T � TS��

is given by a monad morphism α : �S�µS�ηS�� �S��µS�

�ηS�

� that distributes over T with

respect to δS and δS�

.
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We now give the definition of an extension of a monad S:

Definition 4.20. Given monads �S�µS�ηS� and �T�µT �ηT � on a category � , an exten-

sion of S to Kl�T � is a monad ��S�µ�S�η�S�, for which �SJ � JS holds and µS and ηS extend

to Kl�T �, meaning µ
�SJ � JµS and η�SJ � JηS hold.

The first condition means, just as the case of an endofunctor H, �S satisfies �SAT � �SA�T

on an object AT , and �S�ηT
B Æm�� � �ηT

SB ÆSm�� holds for an arrow m : A � B in � .

And, from Lemma 4.10, the naturality of µ�S and η�S implies that �S is an endofunctor

that makes the following equations hold:

��SεAT �
� ÆµS

TA � GJµS
A Æ �

�S2εAT �
� (4.11)

��SεAT �
� ÆηS

TA � GJηS
A (4.12)

Just as in the case of liftings of monad morphisms, we have the following lemma:

Lemma 4.21. Given a monad morphism α : �S�µS�ηS�� �S��µS�

�ηS�

�, if it extends to

Kl�T �, then its extension �α is a monad morphism from ��S�µ�S�η�S� to ��S��µ�S�

�η�S�

�.

Hence we can construct a category as follows:

Proposition 4.22. The following data form a category we denote by Extmonads
Kl(T) : objects

are pairs ��S�µS�ηS�� �S� of a monad �S�µS�ηS� and its extension �S as a monad to Kl�T �,

and an arrow from ��S�µS�ηS�� �S� to ��S��µS�

�ηS�

�� �S�� is given by a monad morphism

α : �S�µS�ηS�� �S��µS�

�ηS�

� that extends to Kl�T � from �S to �S�.

4.8 Restricting isomorphisms

In the following, we prove that the isomorphisms ϒ and Γ induce functors between

these categories and define an isomorphism between them.

Proposition 4.23. The functor ϒ in Proposition 4.12 induces a functor from Extmonads
Kl(T)

to Distmonads
T .

Proof. Define ϒ��S�µS�ηS�� �S� � ��S�µS�ηS��ϒ��S�� and ϒ�α� � α. We show that the

distributive law ϒ��S� is that of S as a monad over T , by examining the two additional
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axioms for µS and ηS. For the multiplication law of δ and µS, recall that µS extends to

µ�S, therefore the equation (4.8) holds for µS, which is

��SεAT �
� ÆµS

TA � TµS
A Æ �

�S2εAT �
��

On the other hand, from Lemma 4.8 we have the equality

��S2εAT �
� � ��Sε�SA�T �

� ÆS��SεAT �
��

Putting the two equations together, we have the following diagram commutes:

S2TA
S��SεAT �

�
� STSA

��Sε�SA�T
��
� TS2A

STA

µS
TA

�

��SεAT �
�

� TSA

TµS
A

�

For the unit law of δ�S and ηS, a similar discussion as above for ηS holds. Since ηS

extends to Kl�T �, the equation (4.8)

��SεAT �
� ÆηS

TA � TηS
A Æ �εAT �

�

holds. By definition, �εAT �
� � idTA; therefore it amounts to the commutativity of

TA

STA

ηS
TA

�

��SεAT �
�
� TSA

Tη S
A

�

This concludes the proof of Proposition 4.23.

Proposition 4.24. The functor Γ in Proposition 4.14 induces a functor from Distmonads
T

to Extmonads
Kl(T) .

Proof. Define Γ��S�µS�ηS��δS : ST � TS� � ��S�µS�ηS��Γ�δS�� We show that the ex-

tension Γ�δS� of S to Kl�T � is a monad, i.e., µS and ηS also extend to Kl�T �. Using
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Lemma 4.10, we only need to prove the following equalities: for µS,

�Γ�δS�εAT �
� ÆµS

TA � δA ÆSidTA ÆµS
TA

� δA ÆµS
TA

� TµS
A ÆδSA ÆSδA ÆSidTA

� TµS
A Æ ��Γ�δ

S��2εAT �
��

and for ηS,

�Γ�δS�εAT �
� ÆηS

TA � δA ÆηS
TA

� TηS
A�

This defines a monad �Γ�δS��µΓ�δS��ηΓ�δS��. This completes the proof of Proposi-

tion 4.24.

From the above two proposition and Theorem 4.16, we have the following:

Corollary 4.25. The categories Extmonads
Kl(T) and Distmonads

T are isomorphic.

4.9 Discussion

We state the following theorem as a summary of Chapters 3 and 4 for distributive laws

of a monad over a monad:

Theorem 4.26. Let �S�µS�ηS� and �T�µT �ηT � be monads on a category � . Then the

following are equivalent:

1. a distributive law δ : ST � TS of S over T .

2. a lifting of T to S-Alg

3. an extension of S to Kl�T �





Chapter 5

Pseudo-Distributive Laws I

In Chapter 3 we proved that, given a monad S on a category �, the category of dis-

tributive laws of a monad S over endofunctors is isomorphic to that of liftings of endo-

functors to S-Alg, the category of S-algebras, and that the discussion extends naturally

to the case where the endofunctors have the structure of monads. In this chapter, we

further extend our discussion to the case of pseudo-distributive laws on a 2-category.

We prove that, given a pseudo-monad S on a 2-category � , the 2-category of pseudo-

distributive laws of S over pseudo-endofunctors is equivalent (in the category-theoretic

sense) to that of liftings of pseudo-endofunctors to the 2-category Ps-S-Alg of pseudo-

S-algebras.

The reason we need to study pseudo-distributive laws is that in applying our theory

on substitution in the later chapters, we will be dealing with composites of 2-functors,

and there we need pseudo-distributive laws rather than 2-distributive laws; all the lead-

ing examples are of pseudo-distributive laws that are not strict.

In Section 5.1 we first define pseudo-distributive laws of a pseudo-monad S over

pseudo-endofunctors, which we will extend to those over pseudo-monads in Chapter 7.

Our discussion in principle follows the one on ordinary (non-pseudo) distributive laws,

but we systematically replace the commutative diagrams with invertible 2-cells, and

spell out the three coherence axioms which those 2-cells should satisfy. We also define

pseudo-distributive laws over pseudo-natural transformations and consider pseudo-

distributivity over modifications. In contrast to the ordinary case in Section 3.1, where

the distributivity of S over a natural transformation is given as a property the natural

81
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transformation may possess, in the pseudo-case, the pseudo-distributivity of S over a

pseudo-natural transformation requires additional data that is associated to the pseudo-

natural transformation to make S distribute over it. On the other hand, the pseudo-

distributivity of S over a modification in turn is given as a property it may satisfy. To

end the section we show that the definitions in the section form a 2-category Ps-DistS

of pseudo-distributive laws of S over pseudo-endofunctors.

The definition of liftings of pseudo-endofunctors to Ps-S-Alg is given in Section 5.2,

followed by the definition of liftings of pseudo-natural transformations and modifica-

tions. Just as in the non-pseudo case (Section 3.2), a lifting of a pseudo-endofunctor

H to Ps-S-Alg is defined to be a pseudo-endofunctor �H for which U �H � HU , where U

is the forgetful 2-functor from Ps-S-Alg to � . Here for the pseudo-case, we have more

pieces of data to define and again the commutative diagrams are replaced by invertible

2-cells. A comparison similar to that in the previous section between the pseudo and

non-pseudo cases exists in the discussion of liftings. In Section 3.2, the notion of a

lifting of a natural transformation is in terms of a property of the natural transforma-

tion, whereas in the pseudo-case it is an extra piece of data that is associated to the

pseudo-natural transformation in a particular manner, to form a lifting. On the other

hand, the lifting of a modification in turn is given as a property it may satisfy. Then

we see that these form the 2-category LiftPs-S-Alg of liftings of pseudo-endofunctors to

Ps-S-Alg.

Our goal in this chapter is to prove that there exists an equivalence of 2-categories

between Ps-DistS and LiftPs-S-Alg. We construct the 2-functors that provide the equiva-

lence in two sections: in Section 5.3 we first look at the construction from LiftPs-S-Alg

to Ps-DistS. After proving in Section 5.3.1 a few lemmas about the properties of

free pseudo-S-algebras that we need, we give the construction for each cell, that de-

fines the 2-functor Φ from LiftPs-S-Alg to Ps-DistS. Then in Section 5.4 we give the

construction for the opposite direction and define the 2-functor Ψ from Ps-DistS to

LiftPs-S-Alg. Finally, in Section 5.5 we prove that these 2-functors define an equiva-

lences of 2-categories.

In the next chapter, Chapter 6, we investigate, in both the non-pseudo and pseudo

cases, the square H2 of an endofunctor H; the motivation is the same as that for Sec-
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tion 3.6. For the pseudo-case, we provide a more general analysis of the structure, in

particular, we consider the operations constructing a lifting of H 2 from that of H and

a distributive law of S over H2 from that over H, and how those operations relate to

each other. That provides the basis for the discussion in Chapter 7, where we extend

the pseudo-endofunctors in the discussion of this chapter to pseudo-monads.

5.1 The 2-category Ps-DistS

5.1.1 Pseudo-distributive laws over pseudo-endofunctors

Recall the definition of pseudo-monads in Section 2.3. A pseudo-distributive law of a

pseudo-monad �S�µ�η�τ�λ�ρ� over a pseudo-endofunctor consists of a pseudo-natural

transformation, together with two invertible modifications, one of which is the associa-

tive law involving µ and the other the unit law involving η. Both of these modifications

are subject to three coherence axioms.

Definition 5.1. Given a pseudo-monad S � �S�µ�η�τ�λ�ρ� and a pseudo-endofunctor

H on a 2-category � , a pseudo-distributive law �δ�µ�η� of S over H consists of the

following data:

� a pseudo-natural transformation

δ : SH � HS

� invertible modifications µ and η given as

S2H
Sδ� SHS

δS� HS2 H

� µ

SH

µH
�

δ
� HS

Hµ
�

SH

ηH
�

δ
� HS

Hη
�η �

(5.1)

In addition to the axiom for modifications, the above invertible modifications are sub-
ject to the following three coherence axioms: Axioms (H-1) and (H-2) involve the
modifications λ and ρ of the pseudo-monad S. Axiom (H-3) involves the modification
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τ.

(H-1) S2H
Sδ� SHS

δS� HS2 S2H
Sδ� SHS

δS� HS2

� µ � � δη

SH

� λH

idSH

�

Sη
H
�

SH

µH

�

δ
� HS

Hµ

�
SH

SηH
�

δ
�

�

Sη
SH

η

�

HS

HSη
�

� Hλ

idHS

� HS

Hµ

�

(H-2) S2H
Sδ� SHS

δS� HS2 S2H
Sδ� SHS

δS� HS2

� µ � � ηδ

SH

� ρH

idSH

�

ηSH
�

SH

µH

�

δ
� HS

Hµ

�
SH

ηSH
�

δ
� HS

HηS
�

� Hρ

idHS

�

� �ηS

ηH
S

HS

Hµ

�

(H-3) S3H
S2δ� S2HS

SδS� SHS2 δS2
� HS3

� Sµ � δµ

S2H
�

µS
H

� τH S2H

SµH
�

Sδ � SHS

SHµ
� δS� HS2

HSµ
�

� µ

SH

µH
�

δ
�

µH �

HS

Hµ
�

�

S3H
S2δ� S2HS

SδS� SHS2 δS2
� HS3

� µδ � µS

S2H

µSH
�

Sδ� SHS

µHS
� δS � HS2

HµS
�

� Hτ HS2

H
Sµ
�

� µ

SH

µH
�

δ
� HS

Hµ
��

H
µ

5.1.2 Pseudo-distributive laws over pseudo-natural transformations

Under the existence of pseudo-distributive laws �δH �µH �ηH� and �δK�µK�ηK�, where

δH : SH �HS and δK : SK � KS, we can consider a situation where S distributes over

a pseudo-natural transformation α : H � K in terms of the horizontal composition, as

in

�

H �
� α

K
� �

S� � �� �
S� �

H �
� α

K
� � �
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A transformation of this kind is realised by an invertible modification with certain

properties specified in the following definition:

Definition 5.2. A pseudo-distributive law of S over α with respect to δH and δK is an
invertible modification α� of the following form,

SH
δH
� HS

� α�

SK

Sα

�

δK
� KS

αS

�

satisfying, in addition to the axiom of modifications, the two axioms given below:

S2H
SδH
� SHS

δHS� HS2 S2H
SδH
� SHS

δHS� HS2

� Sα� � α�S � µH

SH

µH
�

� µα S2K
SδK
�

S 2α �

SKS
δKS
�

SαS �

KS2

αS 2

�

� SH

µH
�

δH
� HS

Hµ
�

� αµ KS2

αS 2

�

� µK � α�

SK

µK
�

δK
�

Sα �

KS

Kµ
�

SK
δK

�

Sα �

KS

Kµ
�

αS �

(α�-1)

SH SH

� ηH

H
Hη

�

ηH

�

HS

δ H

�

� H

ηH

�

� ηα SK

Sα
�

� α� HS

δ H

�

� αη � ηK

K

α
�

Kη
� KS

αS
�

K

α
�

Kη
�

ηK

�

KS

αS
�

δ K

�

(α�-2)

5.1.3 Pseudo-distributive laws and modifications

We extend our discussion further to modifications. Consider a modification ζ : α � β
from H to K, with pseudo-distributive laws α� and β� with respect to δH and δK , as

defined in the previous section. If ζ has a certain property, then it can be considered as

an arrow from α� to β�, or, equivalently, in a sense, S distributes over ζ.

Definition 5.3. Let α�β : H � K be pseudo-natural transformations with distributive

laws α� and β� with respect to δH and δK . Given a modification ζ : α � β, we say “ S
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distributes over ζ with respect to α� and β� ” if it satisfies the condition

SH
δH
� HS SH

δH
� HS

� α� � � β�

SK

Sβ

�

��

Sζ Sα

�

δK
� KS

αS

�
SK

Sβ

�

δK
� KS

βS

�

��

ζS αS

�

(5.2)

5.1.4 The 2-category Ps-DistS

The data defined above form the 2-category Ps-DistS of pseudo-distributive laws of S

over pseudo-endofunctors.

Proposition 5.4. Given a pseudo-monad S on a 2-category � , the following data form

a 2-category we denote by Ps-DistS.

� the 0-cells of Ps-DistS are pairs �H��δ�µ�η�� of a pseudo-endofunctor H on �

and a pseudo-distributive law �δ : SH � HS�µ�η�.

� A 1-cell in Ps-DistS of type δH � δK is a pair �α�α�� of a pseudo-natural trans-

formation α : H � K and a distributive law α� of S over α with respect to δH

and δK.

� A 2-cell ζ in Ps-DistS of type �α�α��� �β�β�� is a modification ζ : α � β that

distributes over S with respect to α� and β�.

Proof. The composition is given, for the 1-cells, by the composition of pseudo-natural

transformations and the pasting of diagrams, and for 2-cells, by the usual horizontal

composition. A routine calculation shows that Ps-DistS is well-defined.

Notation 5.5. For a 0-cell �H��δH �µ�η��, we often suppress the pseudo-endofunctor

and the 2-cells of the pseudo-distributive law and just write δH , and similarly, for the

1-cell �α�α�� we often just write α�, when it does not cause confusion.

We see later that the 2-category Ps-DistS is equivalent to the 2-category LiftPs-S-Alg

of liftings of pseudo-endofunctors to Ps-S-Alg, which we define in the next section.
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5.2 The 2-category LiftPs-S-Alg

In this section we leave pseudo-distributive laws for a while and study the liftings

of pseudo-endofunctors on � to Ps-S-Alg, the category of pseudo-S-algebras (Sec-

tion 2.4). In Section 5.2.1 we give the definition of liftings of pseudo-endofunctors

to Ps-S-Alg, followed by the definition of liftings of pseudo-natural transformations

in Section 5.2.2 and the notion of lifting modifications in Section 5.2.3. Finally, we

define the 2-category LiftPs-S-Alg in Section 5.2.4.

5.2.1 Lifting of a pseudo-endofunctor H to Ps-S-Alg

Recall the definition of the forgetful 2-functor U from Ps-S-Alg to � (Section 2.4).

A lifting of H to Ps-S-Alg is defined to be a pseudo-endofunctor �H on Ps-S-Alg that

satisfies U �H � HU , just as in the non-pseudo-case, except that the definition here

includes the 2-cell part of the lifting in addition to those for objects and arrows, and

the commutative diagrams are replaced by invertible 2-cells.

Definition 5.6. Given a pseudo-monad S � �S�µ�η�τ�λ�ρ� and a pseudo-endofunctor

H on a 2-category � , a lifting of H to Ps-S-Alg is a pseudo-endofunctor �H on Ps-S-Alg

for which U �H � HU holds, where U is the forgetful 2-functor from Ps-S-Alg to � .

The above definition says that, given a 0-cell, a pseudo-S-algebra �A�a�aµ�aη�,

1-cell � f � f a�b� : �A�a�aµ�aη� � �B�b�bµ�bη�, and a 2-cell χ : � f � f a�b�� �g�ga�b�, in

Ps-S-Alg, the lifting �H should satisfy

U �H�A�a�aµ�aη�� HU�A�a�aµ�aη�� HA (5.3a)

U �H� f � f a�b� � HU� f � f a�b� � H f (5.3b)

U �Hχ � HUχ � Hχ (5.3c)

Hence, for 0-cells, the equation (5.3a) states that �H sends a pseudo-S-algebra �A�a�aµ�aη�

to a pseudo-S-algebra of the following form:

�H�A�a�aµ�aη�� �HA��a��aµ��aη�
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where the structure map �a is of type SHA � HA, and �aµ and �aη are invertible 2-cells

in � described in the following diagram:

S2HA
S�a� SHA HA

ηHA� SHA

� �aµ

SHA

µHA

�

�a
� HA

�a

�
HA

�a

�

�
�aη

id
H
A

�

and they satisfy the coherence axioms for pseudo-algebras given in Section 2.4.

Notation 5.7. In the following discussion, whenever we need to distinguish more

than one lifting, we use superscripts, as in �H�A�a�aµ�aη� � �A��a�H��a�H
µ ��a�H

η � to indi-

cate which lifting is associated to the hats.

For 1-cells, what (5.3b) means is that �H sends a pseudo-algebra map

� f � f a�b� : �A�a�aµ�aη� � �B�b�bµ�bη�

to a pseudo-algebra map �H f � �f �
�H� f � f a�b� � �H f �H f

�a��b� : �HA��a��aµ��aη� � �HB��b��bµ��bη��

where H f
�a��b is an invertible 2-cell in � of the form:

SHA
SH f� SHB

�H f
�a��b

HA

�a

�

H f
� HB

�b

�

(5.4)

satisfying the two coherence axioms for pseudo-algebra maps given in Section 2.4.

Notation 5.8. In the following we sometimes write �H� f a�b� instead of H f
�a��b to denote

this 2-cell.

For 2-cells, the equation (5.3c) states that �H sends an algebra 2-cell χ : � f � f a�b�� �g�ga�b�

to an algebra 2-cell Hχ : �H f �H f
�a��b�� �Hg�Hg

�a��b�, satisfying the coherence axiom

for algebra 2-cells.
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5.2.2 Lifting pseudo-natural transformations

Given a pseudo-natural transformation α : H � K : � � � , and liftings �H, �K of H, K

to Ps-S-Alg, we can consider a lifting of α.

Definition 5.9. A lifting of α to Ps-S-Alg from �H to �K is a pseudo-natural transforma-

tion �α : �H � �K for which U�α � αU holds.

From the equation U�α � αU we have the following two conditions:

1. for each pseudo-S-algebra �A�a�aµ�aη�, the component of �α at this pseudo-
algebra is given by the component αA of α at A, that is, we have an invertible
2-cell αA�a

SHA
SαA� SKA

� αA�a

HA

�a�H

�

αA

� KA

�a�K

�

that makes αA into a pseudo-algebra map from �H�A�a�aµ�aη� to �K�A�a�aµ�aη�.

2. the pseudo-naturality of α extends to that of �α. Abbreviating pseudo-S-algebras
�A�a�aµ�aη� as �A�a�, for each pseudo-algebra map � f � f a�b� : �A�a� � �B�b�,
the pseudo-naturality of �α� f � f a�b�

is defined to be an algebra 2-cell of the form

�H�A�a�
αA� �K�A�a�

� �α� f � f a�b�

�H�B�b�

�H f

�

αB

� �K�B�b�

�K f

�

that satisfies the pseudo-naturality conditions. In order for α to lift to �α, the

component α f of the pseudo-naturality of α at f : A� B should provide such an
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algebra 2-cell, hence it needs to satisfy the following additional condition:

SHA
SαA� SKA

SK f� SKB SKA

� αA�a � �K� f a�b� � Sα f

HA

�a�H

� αA � KA

�a�K

� K f � KB

�b�K

�
� SHA

SH f�

Sα
A

�

SHB
SαB� SKB

SK
f

�

� α f � �H� f a�b� � αB�b

HB

α B

�

H
f

�

HA

�a�H

�

H f
� HB

�b�H

�

αB

� KB

�b�K

�

(5.5)

5.2.3 Lifting modifications

Given pseudo-natural transformations α�β : H � K and their liftings �α��β : �H � �K, a

modification γ : α � β with a certain property lifts uniquely to a modification from �α
to �β.

Definition 5.10. We say “ γ lifts to Ps-S-Alg from �α to �β ” if, for each pseudo-algebra

�A�a�aµ�aη�, the component γA at A satisfies the condition required to be an algebra

2-cell from �αA�αA�a� to �βA�βA�a�, i.e., it satisfies the equality

SHA
SαA� SKA SHA

SαA�
� SγA

SβA

� SKA

� αA�a � � βA�a

HA

�a�H

� αA �
� γA

βA

� KA

�a�K

�
HA

�a�H

� βA � KA

�a�K

�

(5.6)

5.2.4 The 2-category LiftPs-S-Alg

All liftings of pseudo-endofunctors on � to Ps-S-Alg form a 2-category LiftPs-S-Alg, with

pseudo-natural transformations and their liftings as 1-cells.

Proposition 5.11. Let S be a pseudo-monad on � . The following data form a 2-category

we denote by LiftPs-S-Alg.

� The 0-cells of LiftPs-S-Alg are pairs �H� �H� of pseudo-endofunctors H on � and �H
on Ps-S-Alg, such that U �H � HU holds.
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� A 1-cell in LiftPs-S-Alg from �H� �H� to �K� �K� is a pair �α��α� of a pseudo-natural

transformation α : H � K and �α : �H � �K, such that U�α � αU holds.

� A 2-cell in LiftPs-S-Alg from �α��α� to �β��β� is a modification γ : α� β that lifts to

Ps-S-Alg from �α to �β.

Proof. The composition of 1-cells is given by that of pseudo-natural transformations,

and the rest follows by routine calculation.

In the remainder of the chapter we establish the equivalence between LiftPs-S-Alg and

Ps-DistS.

5.3 From liftings to pseudo-distributive laws

Our final goal in the following three sections is to construct 2-functors

LiftPs-S-Alg

Φ��
Ψ

Ps-DistS

and show that they form an equivalence of 2-categories. For the sake of clarity, we first

give the construction for a fixed H; in this section we establish the construction from

liftings to pseudo-distributive laws and in the next section in the opposite direction.

In Section 5.3.1 we start by studying some properties of a particular pseudo-S-

algebra, whose structure map is a component µA of the multiplication µ of the monad

S, which we will need for the rest of the section.

Then we move on to construct 0-cells of Ps-DistS from those of LiftPs-S-Alg in Sec-

tion 5.3.2 and similarly for 1-cells and 2-cells in Section 5.3.3 and Section 5.3.4. Using

these constructions we define a 2-functor Φ from LiftPs-S-Alg to Ps-DistS.

5.3.1 Pseudo-S-algebra µA

Just like the non-pseudo case, the components of the multiplication µ of the pseudo-

monad are always pseudo-algebra structure maps. In this section, we give a proof of

this fact and then investigate some properties of such pseudo-algebras and their liftings.
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Lemma 5.12. For any 0-cell A of � , the component µA of the multiplication µ is the

structure map of a pseudo-S-algebra.

Proof. We define µAµ � τA and µAη � ρA as shown in the diagrams below, and claim

that �SA�µA�τA�ρA� constitutes a pseudo-S-algebra.

S3A
SµA� S2A SA

ηSA� S2A

� τA

S2A

µSA

�

µA

� SA

µA

�
SA

µA

�

� ρ
A

id
SA

�

It follows immediately from the coherence axioms of pseudo-monads that these data

satisfy the axioms for pseudo-S-algebras.

Now we consider the value of �H at �SA�µA�τA�ρA�. This pseudo-S-algebra is ex-

pressed as �HSA� �µA� �τA��ρA�, with each component described as:

� a 1-cell (in � ) �µA : SHSA�HSA

� invertible 2-cells �τA : �µA ÆS �µA � �µA ÆµHSA and �ρA : �µA ÆηHSA � idHSA

S2HSA
S �µA� SHSA HSA

ηHSA� SHSA

� �τA

SHSA

µHSA

�

�µA

� HSA

�µA

�
HSA

�µA

�

�
�ρ
A

id
H
SA

�

satisfying the coherence axioms for pseudo-algebras.

Our next observation is that the three pieces of data described above are in a sense

natural in A, in other words, the first and the other two are components of a pseudo-

natural transformation and modifications, respectively.

Lemma 5.13. The collections 	 �µA
A�	 �τA
A�	�ρA
A of the data of �HSA� �µA� �τA��ρA�,

for each A in � , define a pseudo-natural transformation �µ : SHS �HS, and invertible

modifications �τ, �ρ, respectively, in the 2-category � .
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Proof. For the collection of the structure maps 	 �µA
A, first note that for any 1-cell

f : A � B, S f is a pseudo-algebra map between �SA�µA�τA�ρA� and �SB�µB�τB�ρB�,

and for any 2-cell χ : f � g : A � B in � , Sχ is an algebra 2-cell from S f to Sg, both

resulting from the fact µ being pseudo-natural transformation: the second component

S f µA�µB
of the pseudo-algebra map S f is given by �µA�B

f ��1, the component at f of the

pseudo-naturality of µ. The justification for Sχ being an algebra 2-cell follows from the

fact that µA�B is a pseudo-natural transformation. The coherence axioms for S f to be a

pseudo-map are satisfied because of the fact that τ and ρ are suitable modifications.

Now consider the lifting of S f . By letting a � µA and b � µB in the diagram (5.4)

we obtain the following diagram for �H�S f µA�µB
� � HS f

�µA��µB
:

SHSA
SHS f� SHSB

� HS f
�µA��µB

HSA

�µA

�

HS f
� HSB

�µB

�

(5.7)

We define pseudo-naturality �µA�B
f to be �HS f

�µA��µB
��1. This �µA�B defined in this way is

indeed a pseudo-natural transformation, because the conditions for an algebra 2-cell�HSχ � HSχ provide the necessary pseudo-naturality.
For 	 �τA
A, we show that this defines an invertible modification: a component �τA is

by definition invertible and of type �µA ÆS�µA � �µA ÆµHSA, whose domain and codomain
we now know are pseudo-natural transformations. Now, given a 1-cell f : A � B, the
axiom for modifications are satisfied as follows: abbreviating �HS f

�µA��µB
��1 as HS f

�1
,

S2HSA
S�µA� SHSA

�µA� HSA SHSA

� SHS f
�1

� HS f
�1

� �τA

S2HSB

S2HS f

�
S�µB� SHSB

SHS f

�
�µB� HSB

HS f

�
� S2HSA

µHSA�

S�µ
A

�

SHSA
�µA� HSA

�µ
A

�

� �τB � µHS f � HS f
�1

SHSB

�µ B

�

µ
HSB

�

S2HSB

S2HS f

�

µHSB

� SHSB

SHS f

�

�µB

� HSB

HS f

�

the equality holds because by suitably rearranging the invertible 2-cells one can obtain
the diagram for the associativity axiom for �S f to be a pseudo-algebra map. Hence �τ is
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an invertible modification. A similar argument also holds for �ρ : �µÆηHS� idHS. The
axiom for modifications it satisfies is given below.

SHSA SHSA

��ρA

HSA

ηH
SA

�

� ηHS f SHSB

SHS f

�
� HS f

�1
HSA

�µ
A

�

� HSA
idHSA

�

ηH
SA

�

HSA

�µ
A

�

��ρB

HSB

HS f

�

idHSB

�

ηH
SB

�

HSB

HS f

�

�µ
B

�

HSB

HS f

�

idHSB

� HSB

HS f

�

To end the section, we state the fact that any structure map a is a pseudo-algebra

map from the algebra µA to a:

Lemma 5.14. For any pseudo-S-algebra �A�a�aµ�aη�, the structure map a is a pseudo-

S-algebra map from �SA�µA�τA�ρA� to �A�a�aµ�aη�.

Proof. Let the 2-cell aa�µA for the pseudo-algebra map a to be aµ. Then it is immediate

from the definitions that it satisfies the necessary axioms.

Now consider the value of a lifting at such a pseudo-algebra map. The lifting of

this map �a�aµ� gives a pseudo-S-algebra map

�Ha� �H�aa�µA�� : �HSA��µA��τA��ρA� � �HA��a��aµ��aη�

where the 2-cell �H�aa�µA� is of the form

SHSA
SHa� HSA

� �H�aa�µA�

HSA

�µA

�

Ha
� HA

�a

�

satisfying the axioms for pseudo-algebra maps.
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5.3.2 0-cells

We show the construction of a pseudo-distributive law from a lifting in the proof of the

following proposition. The pseudo-natural transformation of the pseudo-S-algebras �µ
plays a central role in the construction.

Proposition 5.15. Given a pseudo-monad �S�µ�η�τ�λ�ρ� and a pseudo-endofunctor

H on a 2-category � , a lifting of H to Ps-S-Alg gives rise to a pseudo-distributive law

of S over H.

Proof. In order to prove the proposition we construct a function ΦH from the set of all

liftings of H to the set of all pseudo-distributive laws of S over H as follows. (We omit

the superscript H in the rest of this section.) Given a lifting �H, the value

Φ��H� � �Φ��H��µΦ��H��ηΦ��H��

is given by first defining Φ� �H� � �µ�H ÆSHη, that is,

Φ� �H� : SH
SHη� SHS

�µ�H� HS� (5.8)

using the pseudo-natural transformation �µ �H discussed in Lemma 5.13. This is easily

seen to be a pseudo-natural transformation.

Next we define the components of the invertible modifications: µΦ��H�
A is defined to

be the invertible 2-cell described in the following diagrams:

S2HA
S2HηA� S2HSA

S�µ�HA� SHSA
SHηSA� SHS2A

�µ�HSA � HS2A

� µ�1
HηA

� �τ�HA SHSA

SHµA

�

�SHρ
A

id
�

� �H�µAµA�µSA
��1

SHA

µHA

�

SHηA

� SHSA
�µ�HA

�

µ
H

SA

�

HSA

HµA

�

�µ �H
A

�

(5.9a)
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and ηΦ��H�
A :

HA
ηHA � SHA

� ηHηA

HS
ηHSA�

Hη
A �

SHSA

SHηA

�

HSA

�µ�HA

�

�
�ρ
�H

A
id

�

(5.9b)

These modifications satisfy the axioms for the pseudo-distributive laws (H-1)–(H-3).

Hence ΦH indeed defines a function as required, proving the proposition.

5.3.3 1-cells

Now we have a look at 1-cells of LiftPs-S-Alg, i.e., pseudo-natural transformations that

lift to Ps-S-Alg. The following proposition gives the construction of pseudo-distributive

laws over α from a lifting of α.

Proposition 5.16. A lifting �α : �H � �K of α : H � K to Ps-S-Alg induces a pseudo-

distributive law Φ��α� with respect to the induced pseudo-distributive laws ΦH��H� and

ΦK��K�.

Proof. Recall that the induced pseudo-distributive laws are given by ΦH� �H� � �µ�H ÆSHη
and ΦK��K� � �µ�K ÆSKη. We define the component Φ��α�A of the modification Φ��α� at
A as

SHA
SHηA� SHSA

�µ�HA � HSA

� Sα�1
ηA

� αSA�µA
�1

SKA

SαA

�

SKηA

� SKSA

SαSA

�

�µ�KA

� KSA

αSA

�

We need to verify that this satisfies the axiom for modifications and (α�-1) and (α�-2).
First, the axiom for modifications holds as shown below by the pseudo-naturality of α
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and by the axiom for algebra 2-cell αS f :

SHA
SHηA� SHSA

�µ�HA � HSA SHA
SHηA� SHSA

�µ�HA� HSA

� Sα�1
ηA

� αSA�µA
�1 � SHη f � �µ

�H
f

SHB
�

SH
f

��
Sα f SKA

SαA

�

SKηA

� SKSA

SαSA

�

�µ�KA

� KSA

αSA

�
� SHB

SHηB

�
�

SH
f

SHSB
�µ�HB

�
� SHS f

HSB
� H

S f

��
αS f KSA

αSA

�

��
SKη f

��

�µ
�K
f � Sα�1

ηB
� αSB�µB

�1

SKB

SαB

�

SKηB

�
�

SK
f

SKSB
�µ�KB

�
�

SK
S f

KSB
�

KS f

SKB

SαB

�

SKηB

� SKSB

SαSB

�

�µ�KB

� KSB

αSB

��

KS f

Next, the axiom (α�-1):

S2HA
S2HηA� S2HSA

S�µ�HA � SHSA
SHηSA� SHS2A

�µ�HSA � HS2A

� S2α�1
ηA

� SαSA�µA
�1 � Sα�1

ηSA
� αS2A�µSA

�1

S2KA
S2KηA �

S 2α
A �

S2KSA
S�µ�KA�

S 2α
SA

�

SKSA
SKηSA�

Sα
SA

�

SKS2A
�µ�KSA �

Sα
S 2A �

KS2A

α
S 2A

�

� µ�1
αA

SHA

µHA

�
� µ�1

KηA
� �τ�KA SKSA

SKµA

�

�SKρ
A

id �

� �K�µAµA�µSA
��1

SKA

µKA

�

SKηA

�

Sα
A �

SKSA
�µ�KA

�

µ
K
SA

�

KSA

KµA

�
�µ �K
A �

equals

S2HA
S2HηA� S2HSA

S�µ�HA� SHSA
SHηSA� SHS2A

�µ�HSA � HS2A

� µ�1
HηA

� �τ�HA SHSA

SHµA

�

�SHρ
A

id �

� �H�µAµA�µSA
��1 KS2A

α
S 2

A
�

� αµA

SHA

µHA

� SHηA � SHSA
�µ�HA �

µ
H

SA

�

HSA

HµA

�
�µA �

� Sα�1
ηA

� αSA�µA
�1

SKA
SKηA

�

Sα
A �

SKSA
�µ�KA

�

Sα
SA
�

KSA

KµA

�

α
SA �

The proof is, in the order of application, by the pseudo-naturality of µ, by that of α,

by the axiom for the algebra 2-cell αµA , and by the axiom for the pseudo-algebra map

αSA�µA .
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Finally for the axiom (α�-2), the following equality holds by the axiom for the
pseudo-algebra map αSA�µA , and by the pseudo-naturality of η.

HA HA

� ηHηA HSA

H
η

�

KA

αA

�

� � ηαA � αηA

SHA
SHηA�

�

η H
A

SHSA

���ρ�HA ��1

�µ�HA

�
�

η H
SA

HSA

id

�

SHA
�

η H
A

� ηKηA KSA
Kη

A

�

HSA

H
η

A
�

� Sα�1
ηA

� αSA�µA
�1

SKA

SαA

�

SKηA

� SKSA

SαSA

�

�µ�KA

� KSA

αSA

�
SKA

SαA

�

SKηA

�
�

η K
A

SKSA

���ρ�KA �
�1

�µ�KA

�
�

η K
SA

KSA

αSA

�

id

�

This concludes the proof of the proposition.

5.3.4 2-cells

Proposition 5.17. For any modification γ : α � β : H � K, where H and K are

pseudo-endofunctors on � , the following holds: if γ is a 2-cell in LiftPs-S-Alg and

γ : �α � �β : �H � �K, then γ is a 2-cell in Ps-DistS and γ : Φ��α�� Φ��β�.
Proof. The assumption requires γ to satisfy the axiom (5.6). Then the condition (5.2)

that γ needs to satisfy to be a 2-cell γ : Φ��α� � Φ��β� in Ps-DistS follows from the

axiom (5.6) and that for modifications.

Now we are ready to define the 2-functor Φ. For 0-cells, define the function Φ0

using ΦH for each pseudo-endofunctors H on � , defined in Proposition 5.15, i.e., we

define Φ0�H� �H� � �H�ΦH��H��, where ΦH� �H� � �µ�H ÆSHη. For 1-cells, given a 1-cell

�α��α� in LiftPs-S-Alg, we define Φ�α��α� � �α�Φ��α�� as in Proposition 5.16. And, for

any 2-cell γ in LiftPs-S-Alg, Lemma 5.17 justifies defining Φ�γ� � γ.

Proposition 5.18. Φ defined as above is a 2-functor.

Proof. Follows from routine calculation.
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5.4 From pseudo-distributive laws to liftings

In this section, we show the construction in the opposite direction, from pseudo-

distributive laws to liftings. The structure of this section is similar to that of the

previous section. First we construct 0-cells of LiftPs-S-Alg from those of Ps-DistS in

Section 5.4.1 and then similarly for 1-cells in Section 5.4.2 and 2-cells in Section 5.4.3.

5.4.1 0-cells

Proposition 5.19. Given a pseudo-monad �S�µ�η�τ�λ�ρ� and a pseudo-endofunctor

H on a 2-category � , a pseudo-distributive law of S over H gives rise to a lifting of H

to Ps-S-Alg.

Proof. We construct a function ΨHfrom the set of all pseudo-distributive laws of S

over H to the set of all liftings of H to Ps-S-Alg. (Again, we omit the superscript H

in the rest of this section.) Given a pseudo-distributive law �δ : SH � HS�µ�η�, we

define the value Ψ�δ� at this pseudo-distributive law to be the pseudo-endofunctor on

Ps-S-Alg that sends a pseudo-S-algebra �A�a�aµ�aη�, to

Ψ�δ��A�a�aµ�aη�� �HA��aΨ�δ���aΨ�δ�
µ ��aΨ�δ�

η �

where the structure map is defined to be �aΨ�δ� � Ha Æ δA, and the invertible 2-cells

�aΨ�δ�
µ and �aΨ�δ�

η are defined as described in the following diagrams:

S2HA
SδA� SHSA

SHa� SHA

� δ�1
a

� µA HS2A

δSA

�

HSa
� HSA

δA

�

� Haµ

SHA

µHA

�

δA

� HSA

HµA

�

Ha
� HA

Ha

�

(5.10a)
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HA
ηHA � SHA

HSA

δA

�

� η
AHηA

�

HA

Ha

�

�H
aη

id

�

(5.10b)

One can show that data defined as above satisfy the necessary coherece conditions for
pseudo-algebras. Hence �HA�HaÆ δA��aΨ�δ�

µ ��aΨ�δ�
η � is indeed a pseudo-S-algebra. For

the algebra maps, given a pseudo-S-algebra map � f � f a�b� : �A�a�aµ�aη�� �B�b�bµ�bη�,
we define Ψ�δ�� f � f a�b� to be �H f �Ψ�δ�� f a�b��, where the invertible 2-cell Ψ�δ�� f a�b�

is given as

SHA
δA� HSA

Ha� HA

� δ�1
f � H f a�b

SHB

SH f

�

δB

� HSB

HS f

�

Hb
� HB

H f

�

It is routine to verify that this 2-cell satisfies the axioms for pseudo-algebra

maps and that it indeed is a pseudo-S-algebra map from �HA�Ha Æ δA��aΨ�δ�
µ ��aΨ�δ�

η �

to �HB�HbÆδB��bΨ�δ�
µ ��bΨ�δ�

η �. For algebra 2-cells, given χ : � f � f a�b�� �g�ga�b�, we

define Ψ�δ��χ� � Hχ. Again, it is easy to see that this is well-defined. This proves that

ΨH is well defined. Since it is obviously a lifting of H, this completes the proof of the

proposition.

5.4.2 1-cells

Proposition 5.20. Let δH : SH � HS and δK : SK � KS be pseudo-distributive laws

over pseudo-endofucntors H and K, and α : H � K be a pseudo-natural transforma-

tion. Then a pseudo-distributive law α� of S over α with respect to δH and δK induces

a lifting Ψ�α�� of α to Ps-S-Alg from ΨH�δH� to ΨK�δK�.
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Proof. As we have seen in Section 5.2.2, to define a lifting of α we need (1) to con-

struct, for each pseudo-S-algebra �A�a�aµ�aη�, a 2-cell, which we name Ψ�α��A�a, that

makes αA a pseudo-algebra map from ΨH�δH��A�a�aµ�aη� to ΨK�δK��A�a�aµ�aη�,

and (2) to show that the construction in (1) makes the pseudo-naturality of α also lift.

For (1), we define the 2-cell Ψ�α��A�a as follows:

SHA
SαA� SKA

� α�A
�1

HSA

δH
A

�
αSA� KSA

δK
A

�

� αa

HA

Ha

�

αA

� KA

Ka

�

We need to verify that this defines a pseudo-algebra map. For the axiom with aµ, the
following equality holds by, in the order of application, the modification axiom for α�,
by the pseudo-naturality of α and by the axiom (α�-1):

S2KA
SδK

A� SKSA
SKa� SKA S2KA

SδK
A� SKSA

SKa� SKA

� S�α�A��1 � Sαa � �δK
a ��1

S2HA
SδH

A�

S
2 αA

�

SHSA
SHa�
SαSA

�

SHA

Sα
A
�

� α�A
�1KSA

δK
A

�
S2HA

S
2 αA �

� µK
A KS2A

δK
SA
�

KSa
� KSA

δK
A

�

� �δH
a ��1 � � µ�1

αA
� Kaµ

� µH
A HS2A

δH
SA
�

HSa
� HSA

δH
A

� α SA

�

� αa KA

Ka
�

SKA

µKA

�

δK
A

� KSA

KµA

�

Ka
� KA

Ka
�

� Haµ � α�A
�1 � αa

SHA

µHA

�

δH
A

� HSA

HµA

�

Ha
� HA

Ha
�

αA

�

SHA

µHA

�

δH
A

�

Sα
A
�

HSA
Ha
�

α SA

�

HA

αA

�

and for the axiom with aη, we have the following equality by the axiom (α�-2) and by
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the pseudo-naturality of α:

KA

� η�1
αA

HA
ηHA �

αA

�

SHA
SαA� SKA

η
KA

�

HA
αA � KA

ηKA � SKA

� α�A
�1

HSA

δH
A

�
αSA�

� η H
AHηA

�
KSA

δK

�
� KSA

δK
A

�

� η K
AKηA

�

� αa

HA

Ha

�

αA

�

�H
aη

id

�

KA

Ka

�
HA

αA

�

id

�

KA

Ka

�

�Kaη
id

�

For the pseudo-naturality part (2), the axiom for algebra 2-cells holds as

SHA
SαA� SKA

SK f� SKB SKA

� α�A
�1 � �δK

f �
�1 � Sα f

HSA

δH
A

�

αSA

� KSA

δK
A

�

KS f
� KSB

δK
B

�
SHA

SH f�

Sα
A

�

SHB
SαB� SKB

SK
f

�

� αa � K f a�b � � �δH
f �
�1 � α�B

�1

HA

Ha

�

αA

� KA

Ka

�

K f
� KB

Kb

�
HSA

δH
A

�

HS f
� HSB

δH
B

�

αSB

� KSB

δK
B

�

� α f � H f a�b � αb

HB

α B

�

H
f

�

HA

Ha

�

H f
� HB

Hb

�

αB

� KB

Kb

�

by the pseudo-naturality of α and then by the axiom for modification α�. This proves

the proposition.

5.4.3 2-cells

Proposition 5.21. For any modification γ : α � β : H � K, where H and K are

pseudo-endofunctors on � , the following hold: if γ is a 2-cell in Ps-DistS and

γ : α� � β� : δH � δK, then γ is a 2-cell in LiftPs-S-Alg and γ : Ψ�α���Ψ�β��.
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Proof. The assumption requires that γ satisfy the axiom (5.2). Then the condition (5.6)

for γ to be a 2-cell γ : Ψ�α��� Ψ�β�� in LiftPs-S-Alg follows from that axiom (5.2) and

that for modifications.

Now we define a 2-functor Ψ: define Ψ0 using ΨH defined in Proposition 5.19, as

Ψ0�H�δH� � �H�ΨH�δH��. For 1-cells, given a 1-cell �α�α�� in Ps-DistS we define

Ψ�α�α�� � �α�Ψ�α��� as in Proposition 5.20. And, for any 2-cell ζ in Ps-DistS, we

define Ψ�ζ� � ζ, again from Proposition 5.21

Proposition 5.22. Ψ defined as above is a 2-functor.

Proof. Follows from routine calculation.

5.5 Proving the equivalence

We have constructed 2-functors Φ and Ψ,

LiftPs-S-Alg

Φ��
Ψ

Ps-DistS

and now we are going to show that they define an equivalence of 2-categories.

Theorem 5.23. The 2-categories Ps-DistS and LiftPs-S-Alg are equivalent.

Proof. First, we show that there exists a 2-natural isomorphism

θ : Id � ΨÆΦ�

Its component at �H is an arrow in LiftPs-S-Alg, i.e., a pseudo-natural transformation, but

in this case in fact a 2-natural transformation

θ
�H : �H � Ψ�Φ��H���

whose component at a pseudo-algebra �A�a�aµ�aη� is a pseudo-algebra map

�θ
�H��A�a�aµ�aη� : �HA��a�H��a�H

µ ��a�H
η � � �HA�HaÆ�µ�H

A ÆSHηA��aΨ�Φ��H��
µ ��aΨ�Φ��H��

η �
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given as �θ
�H��A�a�aµ�aη� � �idHA��θ

�H�A�a�, where the invertible 2-cell is given as

SHSA
�µ�HA � HSA

� �H�aa�µA�
�1

SHA

� SHaη

idSHA

�

SH
ηA

�

SHA

SHa

�

�a�H
� HA

Ha

�

We need to verify that this satisfies the axioms for pseudo-algebra maps; for the unit

axiom, it follows from the unit axiom for pseudo-map �H�aa�µA� and the axiom for mod-

ification aη. For the associativity axiom, it follows from, in the order of application, the

modification axiom for aη, the associativity axiom for pseudo-algebra map �H�aa�µA�,

the fact that Haη is an algebra 2-cell, and the right unit law for pseudo-algebra a. The

2-naturality of θ
�H is proved by the fact that for any pseudo-map � f � f a�b�, the 2-cell

H f a�b is an algebra 2-cell, and the unit law for pseudo-map � f � f a�b�. The 2-naturality

of θ follows from that of α and the fact that α lifts (αa is an algebra 2-cell).

For the opposite direction, we construct a 2-natural isomorphism

ε : ΦÆΨ � Id�

whose component of ε at δH is an invertible modification

εδH : Φ�Ψ�δH���� δH

which is an arrow in Ps-DistS. This is a special case of a pseudo-distributive law over

a 2-natural transformation, that is, over idH . Its component �εδH �A at A is of type

�εδH �A : HµA ÆδH
SA ÆSHηA � δH

A

and defined as in

SHSA
δH

SA� HS2A

� δ�1
ηA

SHA

SHηA

�

δH
A

� HSA

HSηA

�

� HλA

idHSA

� HSA

H
µ
A

�
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This is indeed a pseudo-distributive law over idH : we need to verify the axioms (α�-1),

(α�-2) and the one for modifications. These follow from routine calculation. The 2-

naturality of ε also follows from easy calculation. The θ and ε defined in this way are

obviously isomorphic (i.e., invertible). This implies that Φ and Ψ are equivalences of

2-categories between Ps-DistS and LiftPs-S-Alg.





Chapter 6

Composing Pseudo-Distributive Laws

In this chapter we further extend the discussion about composition of lifting and com-

position of distributive laws in Sections 3.6 and 4.6 and obtain similar results for the

pseudo case. We first show that there are strict monoidal structures on the categories

DistS and LiftS-Alg and that the functors Θ and Ξ preserve those structures. We then

consider corresponding structures in the pseudo setting. In Ps-DistS and LiftPs-S-Alg,

the situation is more complex owing to the pseudo-ness. We study the 2-category

Ps-Endo�� � to explain the special monoidal structure (bimonoidal structure), of which

the structures on Ps-DistS and LiftPs-S-Alg are instances. This chapter bridges the con-

structions for pseudo-endofunctors and pseudo-monads, hence connecting the discus-

sion in Chapter 5 to that of Chapter 7.

In Section 6.1 we start where we ended in Section 3.6. The construction for �H2 and

HδÆδH : SH2 �H2S both generalise to tensor products on LiftS-Alg and DistS, respec-

tively, providing strict monoidal structures on those categories, and the isomorphisms

Θ and Ξ preserve those structures. We do not examine the case of DistT and ExtKl(T) in

this thesis but similar results hold there by duality too.

The structure on the 2-category Ps-Endo�� �, consisting of pseudo-endofunctors on

� , pseudo-natural transformations between them, and modifications, is a bimonoidal

structure. We consider the 2-categories Ps-DistS and LiftPs-S-Alg and bimonoidal struc-

ture on those 2-categories. We also prove the 2-functors Φ and Ψ preserve the bi-

monoidal structures. We then conclude the chapter by stating results generalising

those in Section 3.6; we will use them in the next chapter when we consider pseudo-
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distributivity over pseudo-monads.

6.1 Monoidal structure on DistS

The following proposition describes the strict monoidal structure on DistS.

Proposition 6.1. The following data yields a strict monoidal structure on the category

DistS: Define a tensor � on DistS

� : DistS�DistS � DistS

by

�H�δH : SH � HS�� �K�δK : SK � KS� � �KH�δKH : SKH � KHS��

where δKH � KδH Æ δKH, and, for arrows α : �H�δH�� �H ��δH �

: SH � � H �S� and

β : �K�δK� � �K��δK�

: SK� � K�S�. The value β�α : �KH�δKH� � �K�H ��δK�H �

�

is given by the horizontal composition βα : KH � K �H �. The unit for this tensor is

�Id� � idS : S � S�.

Proof. Well-definedness of the object part follows by a slight generalisation of Lemma 3.20.

For the arrow part, to see that it is well-defined, i.e., that S distributes over this natural

transformation, we examine the diagram

SKH
δKH� KSH

KδH
� KHS

SK�H �

Sβα

�

δK�

H �

� K�SH �

βSα

�

K�δH�

� K�H �S

βαS

�

which commutes since S distributes over both α and β. It is easy to see that this

tensor is strictly associative and has a strict unit �Id� � idS : S � S�, making DistS a

strict monoidal category.

Similarly, strict monoidal structure on LiftS-Alg is given as follows:
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Proposition 6.2. The following data yields a strict monoidal structure on the category

LiftS-Alg: we define a tensor � on the category LiftS-Alg

� : LiftS-Alg�LiftS-Alg � LiftS-Alg

as

�H� �H�� �K� �K� � �KH� �K �H�

on objects, and for arrows α : �H� �H�� �H �� �H �� and β : �K� �K�� �K�� �K��, the com-

posite β� α : �KH� �K �H� � �K�H �� �K� �H �� is again given by horizontal composition

βα : KH � K�H �. The unit for the tensor is �Id� � IdS-Alg�.

Proof. The well-definedness of the object part is immediate. To see that βα lifts to

S-Alg from �K �H to �K� �H �, we need to verify that, for any S-algebra �A�a�, the component

�βα�A is an S-algebra map from �KHA��a�K �H� to �K�H �A��a�K�
�H �

�. By the equation (3.7),

the structure arrow decomposes as

�a�K �H �
��a�H

�K
� K�a�H Æ�µ�K

HA ÆSKηHA� (6.1)

similarly for the arrow �a�K�
�H �

. Therefore well-definedness amounts to the commutativ-
ity of the following diagram:

SKHA
SKαA� SKH �A

SβH�A� SK �H �A

SKSHA

SKηHA

� SKSαA� SKSH �A

SKηH�A
� SβSH�A� SK �SH �A

SK �ηH�A
�

�B�

KSHA

�µ�KHA

� KSαA� KSH �A

�µ�KH�A
� βSH�A� K�SH �A

�µ�K
�

H�A
�

�A�

KHA

K�a�H

�

KαA

� KH �A

K�a�H
�

�

βH�A

� K�H �A

K�
�a�H

�

�

which commutes by the fact that α and β lift to S-Alg for the squares �A� and �B�,

respectively, and by the naturality of η, β and �µ for the rest of the squares. Note that

the component �βα�A has two equivalent decompositions βH �A ÆKαA and K�αA ÆβHA,

and in the above diagram we chose the former. The composition is obviously strictly

associative and its unit is �Id� � IdS-Alg�, therefore LiftS-Alg is again a strict monoidal

category.
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We have seen in Section 5.5 that the categories LiftS-Alg and DistS are equivalent.

The following theorem says that they are also equivalent as strict monoidal categories,

hence the equivalences Θ and Ξ preserve the structures described above.

Theorem 6.3. The functors constructed in Chapter 5

LiftS-Alg

Θ��
Ξ

DistS

are strict monoidal functors.

Proof. Given two objects �H� �H� and �K� �K� of LiftS-Alg, the value of the functor Θ at

�H� �H�� �K� �K� � �KH� �K �H� is a distributive law Θ� �K �H�, which, by definition of Θ,

the equation (6.1) and the naturality of �µ �K , yields

Θ��K �H� � �µ�K �H ÆSKHη

� K�µ�H Æ�µ�KHSÆSKηHSÆSKHη

� K�µ�H ÆKSHηÆ�µ�KH ÆSKηH

� KΘ��H�ÆΘ��K�H

� Θ��H��Θ��K�

demonstrating that Θ preserves the tensor �. Since Θ and Ξ are isomorphisms (Theo-

rem 3.19), it means that they define an isomorphism of strict monoidal categories.

Although it follows from the above, a direct proof that Ξ is strict monoidal goes

as follows: let �H�δH : SH � HS�� �K�δK : SK � KS� � �KH�δKH : SKH � KHS�

for objects �H�δH : SH � HS� and �K�δK : SK � KS� of DistS. Then, for the lift-

ing Ξ�δH��Ξ�δK� � Ξ�δK�Ξ�δH� the structure map �aΞ�δK�Ξ�δH� of the value at an S-

algebra �A�a� is calculated as follows:

�aΞ�δK�Ξ�δH � � K�aΞ�δH� Æ�µΞ�δK�
HA ÆSKηHA

� KHaÆKδH
A ÆKµHA ÆδK

SHA ÆSKηHA

� KHaÆKδH
A ÆKµHA ÆKSηHA ÆδK

HA

� KHaÆKδH
A ÆδK

HA

� KHaÆ �KδH ÆδKH�A

� �aΞ�δKH�
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showing that Ξ preserves the tensor on DistS. It follows that, since for the units

Θ�Id� � idS-Alg�� µÆSη� idS and �aΞ�idS�� a hold, Θ and Ξ are strict monoidal functors

between LiftS-Alg and DistS.

For any category �, the category of endofunctors on � and natural transformations

between them is a strict monoidal category with composition of endofunctors as the

tensor and the identity functor on � as the unit. Now, let U1 and U2 be the forgetful

functors from DistS and LiftS-Alg to Endo���, respectively, which send each object to its

first component. Then the following diagram commutes:

DistS
Ξ � LiftS-Alg

Endo���
�

�

(6.2)

Corollary 6.4. The diagram (6.2) is a diagram of strict monoidal categories and strict

monoidal functors.

6.2 The structure on Ps-DistS

In this section we consider the structure discussed in the previous section in the pseudo-

setting, where the strict monoidal structure is replaced by something more complex.

First we take a 2-category � and consider the 2-category Ps-Endo�� � of pseudo-

endofunctors on � , pseudo-natural transformations between them, and modifications

between them. This category does not have a strict monoidal structure like Endo���

in the previous section; moreover, neither does it have monoidal structure, mainly

because of the pseudo-ness. The structure can be called a bimonoidal structure, the

precise meaning of which we detail later in the section. The 2-categories Ps-DistS and

LiftPs-S-Alg have the same structures on them, which are preserved by the equivalence

pseudo-functors Φ and Ψ in Chapter 5, making a diagram similar to (6.2) commute.The

definition of bimonoidal bicategory can be found in Section 2.5.
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6.2.1 The 2-category of pseudo-endofunctors Ps-Endo�� �

We first have a look at the structure on the 2-category Ps-Endo�� � to describe how

the strict monoidal structure in the ordinary (non-pseudo) case is replaced by the bi-

monoidal structure in the pseudo-case. The category Ps-Endo�� � is a 2-category with

the composition of 1-cells in Ps-Endo�� � given by the vertical composition of pseudo-

natural transformations, which is well-defined up to an equality because the composi-

tion of 1-cells in the 2-category � is defined up to an equality and is associative, and

also because the pasting of 2-cells in � is associative. For 2-cells in Ps-Endo�� �, i.e.,

modifications in � , both the horizontal and vertical compositions are well-defined

There exists a tensor on Ps-Endo�� �,

� : Ps-Endo�� ��Ps-Endo�� �� Ps-Endo�� ��

which is a pseudo-functor rather than a functor. The 0-cell part of this tensor is given

by the composition of pseudo-endofunctors, just as the case in Endo���, and its asso-

ciativity is guaranteed by the coherence axiom of pseudo-functors. However, this is

not the case for the 1-cells. The arrow part of the tensor � on Endo��� is given by

the horizontal composition of natural transformations, which is obviously associative.

But that is not true for Ps-Endo�� �. For Ps-Endo�� �, the 1-cells in Ps-Endo�� � are

pseudo-natural transformations, for which horizontal composition is defined only up

to an invertible modification. Let α : H � H � and β : K � K� to be pseudo-natural

transformations between pseudo-endofunctors on � .

�

H �
�α
H �

� �

K �
�β
K�

� �

Then, the arrow part of the tensor α�β : KH � K �H � can be defined as βH � ÆKα or
K�αÆβH, which are equal only up to an invertible modification

KH
Kα� KH �

� βα

K�H

βH

�

K�α
� K�H �

�

βH �

�



6.2. The structure on Ps-DistS 113

Let us now assume that we choose βH �ÆKα to be the 1-cell part of the tensor. (In fact,
it does not affect the later discussion what choice we make.) Suppose we also have a
pseudo-natural transformation γ : L � L�, with L�L� : � � � . Then the diagram

α�β� γ
�� Id� �βH � ÆKα�� γ

α� �γK� ÆLβ�

Id��

�

�
� ?

�

�

need not be commutative because �γK � ÆLβ�H � ÆLKα and γK�H � Æ L�βH � ÆKα� are

equal only up to an invertible 2-cell because the functoriality of pseudo-functors hold

only up to invertible 2-cells. The situation is similar for units, as we have an equality

for one of the unit holds, but not for the other: for 1-cells α : H �H �� idH : H �H and

idH � : H � �H �, one only has idH �α �� αH ÆHidH , but has α� idH � � idH �H � ÆHα.

Proposition 6.5. The following data defines a pseudo-functor

� : Ps-Endo�� ��Ps-Endo(� ) � Ps-Endo(� )

� given a pair H and K of 0-cells, the value H�K is defined to be KH,

� given a pair α : H � K and β : H �� K� of 1-cells, choose βH �ÆKα as the value

α�β.

� given ζ : α�α� : H �K and ξ : β� β� : H ��K�, the value ζ�ξ : α�β � α��β�

is given by the horizontal composition ξH ��Kζ.

This is not a Gray-monoid because here we are dealing with pseudo-functors rather

than 2-functors: in order to be a Gray-monoid, one would need��H to be a 2-functor,

but in general, it is not. We do not need to develop a precise general statement of the

structure for the purpose of the thesis, i.e., the development of pseudo-distributive laws,

but for completeness, we state the following. The definition of bimonoidal bicategory

appears as Definition 2.28. Here, a bimonoidal 2-category is a bimonoidal bicategory

whose tensor product is a pseudo-functor and, whose underlying bicategory is a 2-

category.

Proposition 6.6. Ps-Endo�� � is a bimonoidal 2-category.

Proof. The proof an immediate consequence of [GPS95].
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6.2.2 The structure on LiftPs-S-Alg

Now we turn to the 2-category LiftPs-S-Alg. This 2-category has a structure that is essen-

tially the same as Ps-Endo�� �. The structure is the pseudo-version of that on LiftS-Alg

we saw in Section 6.1, but similarly to the case of Ps-Endo�� �, owing to the pseudo-

ness we lose not only the strictness but also the equality on the composition of 1-cells:

the composition of 1-cells in LiftPs-S-Alg is defined only up to invertible 2-cells as ex-

plained later. Moreover, the similarity between LiftPs-S-Alg and Ps-Endo�� � extends to

the fact that, for 0-cells, the structure on LiftPs-S-Alg is strictly associative because the

0-cell part of the tensor, which we define below, is defined in terms of the composition

of pseudo-functors. This is not the case, however, for the structure on the 2-category

Ps-DistS, which we investigate in the next section.

Define a tensor � on LiftPs-S-Alg as a pseudo-functor

� : LiftPs-S-Alg�LiftPs-S-Alg � LiftPs-S-Alg�

such that, for a pair of 0-cells �H� �H� and �K� �K�, the value �H� �H�� �K� �K� is given by

the composition of pseudo-endofunctors, i.e.

�H� �H�� �K� �K� � �KH� �K �H��

And, given 1-cells �α� �α� : �H� �H�� �H �� �H �� and �β��β� : �K� �K�� �K�� �K��, they are

sent to

�α��α�� �β��β� � �α�β��α�β��

where �α�β is a pseudo-natural transformation from �K �H to �K� �H �, which means, firstly,

for each pseudo-S-algebra �A�a�aµ�aη�, which we abbreviate as �A�a�, the compo-

nent �α� β�A � �βH � ÆKα�A constitute a pseudo-algebra map from �KHA��a �K �H� to



6.2. The structure on Ps-DistS 115

�K�H �A��a�K�
�H �

�, together with the 2-cell �βH � ÆKα�A�a

SKHA
SKαA

� SKH �A
SβH�A

� SK �H �A

� SKη�1
αA

� SβηH�A

SKSHA

SKηHA

� SKSαA� SKSH �A

SKηH�A

� SβSH�A� SK �SH �A

SK �ηH�A

�

� �µ
�K
�1

αA
� βSH�A�µH�A

KSHA

�µ�KHA

� KSαA� KSH �A

�µ�KH�A

� βSH�A � K�SH �A

�µ�K
�

H�A

�

� KαA�a � β
�a�H�

KHA

K�a�H

� KαA� KH �A

K�a�H
�

� βH�A � K�H �A

K�
�a�H

�

�

(6.3)

that satisfies the axioms for pseudo-algebra maps. Secondly, βH � Æ Kα
should be pseudo-natural as pseudo-algebra maps. Given any pseudo-algebra

map � f � f a�b� : �A�a�aµ�aη� � �B�b�bµ�bη�, the second component of the value�K �H� f � f a�b� is given by the diagram

SKHA
SKH f

� SKHB

� SKη�1
H f

SKSHA

SKηHA

� SKSH f� SKSHB

SKηHB

�

� �µ
�K
H f

�1

KSHA

�µ�KHA

� KSH f� KSHB

�µ�KHB

�

� K �H� f a�b�

KHA

K�a�K

� KH f � KHB

K�b�K

�

The proof that the axiom (5.5) holds for this 2-cell is given, in the order of application,

by pseudo-naturality of β, that of �β, then by pseudo-naturality of �µ �K and β, and then

by that of η.

And for the 2-cells, given 2-cells ζ : �α� �α� � �α���α�� : �H� �H� � �H �� �H �� and

ξ : �β��β� � �β���β�� : �K� �K� � �K�� �K��, the value ζ� ξ is given by the composite

modification ξH � ÆKζ, which obviously lifts from �α��β to �α���β�.
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Putting all these together,

Proposition 6.7. The data described above define a pseudo-functor

� : LiftPs-S-Alg�LiftPs-S-Alg
� LiftPs-S-Alg�

Proof. Functoriality is verified routinely.

Our next claim (although we do not really need this for our analysis) is that this

tensor � gives a bimonoidal structure on LiftPs-S-Alg. On 0-cells the tensor � is strictly

associative, which follows from the fact that the composition of pseudo-endofunctors

is strictly associative. However, for the 1-cells, the situation is just as the case for

Ps-Endo�� � and again is not very simple. We have associativity only up to coherent

invertible 2-cells, thereby failing to make LiftPs-S-Alg a monoidal category.

Proposition 6.8. LiftPs-S-Alg is a bimonoidal 2-category.

Proof. Follows routinely from above and Proposition 6.6.

6.2.3 The structure on Ps-DistS

Similarly to the cases of Ps-Endo�� � and LiftPs-S-Alg, we define the tensor

� : Ps-DistS�Ps-DistS � Ps-DistS�

as a pseudo-functor such that, given a pair of 0-cells, �H��δH�µH �ηK�� and �K��δK�µK�ηK��,

the value �H��δH�µH �ηK����K��δK�µK�ηK�� is defined to be �KH��δKH �µKH �ηKH��,

where δKH is a pseudo-natural transformation

KδH ÆδKH : SKH � KHS�

and the invertible modifications µKH is given by:

S2KH
SδKH� SKSH

SKδH
� SKHS

δKHS� KSHS
KδHS� KHS2

� δK�1
δH

� µKH KS2H
KSδH
�

δ K
SH �

� KµH

SKH

µKH

� δKH � KSH

KµH
� KδH

� KHS

KHµ

�
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and ηKH by:

KH
ηKH � SKH

KSH

δKH

�

� η K
HKηH

�

KHS

KδH

�

�
Kη H

KHη

�

Proposition 6.9. The data �δKH �µKH �ηKH� defined as above yields a pseudo-distributive

law over KH.

Proof. We need to verify that the two invertible modifications µKH and ηKH satisfy

the three axioms for pseudo-distributive laws. The proof that axioms (H-1)-(H-3) hold

for these two modifications are given by: in the order of application, (H-1) by axiom

(1) for δ (twice) and pseudo-naturality of δ, (H-2) by axiom (2) for δ (twice) and the

axiom for modification η, and (H-3) by pseudo-naturality of δ, axiom (3) (twice) and

the modification axiom for µ.

Now we are left to define the 1-cell and 2-cell parts of the tensor � on Ps-DistS.

Given a pair of 1-cells,

�α�α�� : �H��δH �µH �ηH��� �H ���δH �

�µH �

�ηH �

���

and

�β�β�� : �K��δK�µK�ηK��� �K���δK�

�µK�

�ηK�

���

we define �α�α��� �β�β�� � �α� β��α� β���, where α� β is βH � ÆKα, and the
invertible modification �α�β�� is defined as

SKH
δKH� KSH

KδH
� KHS

� δK
α � Kα�

SKH �

SKα

� δKH �
� KSH �

KSα

� KδH�

� KH �S

KαS

�

� β�H � � β�1
δH�

SK �H �

SβH �

� δK�

H �
� K�SH �

βSH�

� K�δH�

� K�H �S

βH �S

�
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Lemma 6.10. The invertible modification �α�β�� defined in the diagram above is a

pseudo-distributive law of S over α�β with respect to δKH and δK�H �

.

Proof. It is easy to see that the above diagram defines a modification. We now need

to verify that �α� β�� satisfies axioms (α�-1) and (α�-2). For (α�-1), the proof is

routinely given by using the axioms for pseudo-distributive laws α� and β�, and for

modifications µH , µK , ηH and ηK .

Finally, for 2-cells: given 2-cells ζ : �α�α��� �α��α��� and ξ : �β�β��� �β��β���
the value ζ� ξ is defined to be ξH � ÆKζ, which is easily seen to satisfy the condition

that S distribute over it with respect to α�β and α��β�.
Now we can state the following:

Proposition 6.11. The data described above defines a pseudo-functor

� : Ps-DistS�Ps-DistS � Ps-DistS�

Now we consider the bimonoidal structure on Ps-DistS. Recall that both on Ps-Endo�� �

and LiftPs-S-Alg, the tensor is strictly associative on 0-cells. However, for the case of

Ps-DistS, since the 0-cells are defined in terms of pseudo-natural transformations, the

tensor is associative only up to invertible 2-cells. The situation for 1-cells and 2-cells

are similar to the others.

Proposition 6.12. Ps-DistS is a bimonoidal 2-category.

6.3 Equivalence of bimonoidal categories

Proposition 6.13. The pseudo-functors Φ and Ψ constructed in Chapter 5

Ps-DistS
Ψ��
Φ

LiftPs-S-Alg

preserve the bimonoidal structures (not strictly), or in other words, there exist coherent

isomorphisms

Ψ����Ψ����� Ψ����� (6.4)

Φ����Φ����� Φ������ (6.5)
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Proof. For Ψ: assume we are given pseudo-distributive laws �δH �µH �ηK� and �δK�µK�ηK�.

We need to show that there exists a pseudo-natural isomorphism

Ψ�δH��Ψ�δK��� Ψ�δH �δK�

between the liftings of KH, which amounts to showing, for each pseudo-S-algebra

�A�a�aµ�aη�, the existence of a pseudo-algebra map which consists of the identity

map and an invertible 2-cell, satisfying the pseudo-naturality condition Here we show

the construction of the pseudo-algebra map only. This pseudo-algebra map, from

Ψ�δK�Ψ�δH��A�a�aµ�aη� to Ψ�δKH��A�a�aµ�aη� is the component at �A�a�aµ�aη�

of the pseudo-natural isomorphism. If we denote the structure maps of the pseudo-

algberas Ψ�δK�Ψ�δH��A�a�aµ�aη� and Ψ�δKH��A�a�aµ�aη� by �aΨ�δK�Ψ�δH� and �aΨ�δKH�,

respectively, we can calculate them, from the definition of the pseudo-functor Ψ, as;

�aΨ�δK�Ψ�δH � � ��aΨ�δH�
Ψ�δK�

� K�HaÆδH
A �ÆδK

HA

�aΨ�δKH� � �aΨ�KδHÆδKH� � KHaÆKδH
A ÆδK

HA

which are equal up to an invertible 2-cell because of the pseudo-functoriality of K. The

pseudo-functoriality is defined in such a way that the conditions for this 2-cell to be a

pseudo-map are satisfied automatically.

Similarly, for the opposite direction Φ, we only show the construction for the 0-

cells. Given 0-cells �H� �H� and �K� �K� of LiftPs-S-Alg, we show that there exists an

invertible 2-cell that serves as a pseudo-distributive law of S over idKH with respect to

Φ��H��Φ��K� and Φ��H� �K�, which provides the pseudo-natural isomorphism between

Φ��H��Φ��K��� Φ� �H� �K�. By definition, the value on the right hand side is given by

Φ��H� �K� � �µ�K �H ÆSKHη �
��µ�H

�K
ÆSKHη

which is, from Theorem 5.23 and the pseudo-naturality, equal up to an invertible 2-cell

to

��µ�H
�K
ÆSKHη �� K�µ�H Æ�µ�KHSÆSKηHSÆSKHη

�� K�µ�H Æ�µ�KHSÆSKSHηÆSKηH

�� K�µ�H ÆKSHηÆ�µ�KH ÆSKηH
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On the other hand, we have

Φ��H��Φ��K� � KΦ��H�ÆΦ��K�H � K��µ�H ÆSHη�Æ�µ�KH ÆSKηH

which is, again up to the pseudo-functoriality, equal to the above. Checking coherence

is routine but lengthy.

The above discussion leads to the following theorem:

Ps-DistS
Ψ � LiftPs-S-Alg

Ps-Endo�� �
�

U 2
U
1

�

(6.6)

Theorem 6.14. Diagram (6.6) is a commutative diagram of bimonoidal 2-categories

and 2-strong bimonoidal 2-functors. Moreover, U1 and U2 are strict.



Chapter 7

Pseudo-Distributive Laws II

In this chapter we investigate pseudo-distributive laws and liftings where the pseudo-

endofunctor H has the structure of a pseudo-monad. A pseudo-distributive law over

a pseudo-monad is defined to be one over a pseudo-endofunctor that is compatible

with the extra structure which makes the pseudo-endofunctor a pseudo-monad. Con-

sequently, a pseudo-distributive law over a pseudo-monad consists of two extra 2-cells

for the multiplication and the unit of the second pseudo-monad, and seven extra coher-

ence axioms involving them and the rest of the data, in addition to those three for the

pseudo-distributive laws over a pseudo-endofunctor.

We also define a lifting of a pseudo-monad T on a 2-category � to a pseudo-monad

on Ps-S-Alg: recall how liftings of pseudo-natural transformations and modifications

are defined in Chapter 5. For a pseudo-monad to lift to a pseudo-monad, we require

that not only the pseudo-endofunctor itself but also all other components of the pseudo-

monad, i.e., the two pseudo-natural transformations and three invertible modifications,

lift.

Section 7.3 is the pseudo-version of Section 3.7.2. The definitions given in Sec-

tion 7.1 and Section 7.2 define the 2-category Ps-DistSps-monad of pseudo-distributive

laws over pseudo-monads and the 2-category of Liftps-monads
Ps-S-Alg of liftings to pseudo-

monads. We show that these two are equivalent by combining the results of the previ-

ous two chapters. We prove that the 2-functors Φ and Ψ we constructed to prove the

equivalence between Ps-DistS and LiftPs-S-Alg in Section 5.5 naturally define an equiva-

lence between Ps-DistSps-monad and Liftps-monads
Ps-S-Alg . The proof of this relies on the result in

121
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Chapter 6 about the bimonoidal structures on both 2-categories.

In Section 7.4 we investigate the property of the composite pseudo-functor TS

under the existence of a pseudo-distributive law ST � TS; this is the pseudo-version

of Section 3.8 and, similarly to the discussion there on ordinary functors, the pseudo-

functor TS has the structure of a pseudo-monad induced by the pseudo-distributive

law.

7.1 Pseudo-distributive laws over pseudo-monads

A pseudo-distributive law of a pseudo-monad over a pseudo-monad is similar to a

distributive law of an ordinary monad over an ordinary monad. And just as the latter is

given by combining distributive laws of a monad over an endofunctor and over a natural

transformation, the former is given by combining pseudo-distributive laws of a pseudo-

monad over a pseudo-endofunctors, pseudo-natural transformations and modifications,

except that in the pseudo-case the commutative axioms are replaced by invertible 2-

cells, together with a number of coherence axioms that they need to satisfy.

Definition 7.1. Given pseudo-monads �S�µS�ηS�τS�λS�ρS� and �T�µT �ηT �τT �λT �ρT �

on a 2-category � , a pseudo-distributive law �δ�µS�µT �ηS�ηT � of S over T consists of

� a pseudo-natural transformation δ : ST � TS,

� invertible modifications µS and ηS,

S2T
Sδ� STS

δS� TS2 T

� µS

ST

µST

�

δ
� TS

TµS

�
ST

ηST

�

δ
� TS

Tη S
� η S �

� invertible modifications µT and ηT .

ST 2 δT� STS
Tδ� T 2S S

� µT

ST

SµT

�

δ
� TS

µT S

�
ST

SηT

�

δ
� TS

η T
S

� η T �
(7.1)
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subject to the ten coherence axioms as below. In [Mar99], Marmolejo gave nine co-

herent axioms for a pseudo-distributive law. However, they seem not to be complete,

as some dual axioms are missing. Moreover, the presentation of diagrams in that paper

makes calculation difficult, in particular in checking what axioms follow from them.

Here we give a more structured presentation, including the apparently missing axiom.

The first axiom involves ηS and ηT , and is self-dual. This is the same as the first
axiom in [Mar99].

(T -1) Id�
ηS
� S

SηT
� ST Id�

ηS
� S

SηT
� ST

�� � ��

T
TηS
�

η T

�

TS

δ

�

� η T

η T
S

�

T

� ηS

T ηS
�

η

S T

�

η T

�

TS

δ

�

Axiom (T -2) and (T -3) are coherence between ηS�µS and λS or ρS. (T -2) is equiv-
alent to (coh 2) in [Mar99], but (T -3) is missing there.

(T -2) S2T
Sδ� STS

δS� TS2 S2T
Sδ� STS

δS� TS2

� µS � ��

ST

� λST

idST

�

Sη

S T

�

ST

µST

�

δ
� TS

TµS

�
ST

SηST

�

δ
�

�
Sη

S

ST
η

S

�

TS

TSηS

�

� TλS

idTS

� TS

Tµ S

�

(T -3) S2T
Sδ� STS

δS� TS2 S2T
Sδ� STS

δS� TS2

� µS � ��

ST

� ρST

idST

�

η

S ST

�

ST

µST

�

δ
� TS

TµS

�
ST

ηSST

�

δ
� TS

TηSS

�

� TρS

idTS

�

� �η S
S

η S
TS

TS

Tµ S

�

Axiom (T -4) and (T -5) are similar to (T -2) and (T -3) (dual, in a sense) and they
involve ηT�µT and λT or ρT . These are equivalent to the (coh 8) and (coh 7) of [Mar99]
respectively.

(T -4) ST 2 δT� TST
T δ� T 2S ST 2 δT� TST

T δ� T 2S

� µT � ��

ST

� SλT

idST

�

ST
η

T
�

ST

SµT

�

δ
� TS

µT S

�
ST

STηT

�

δ
� TS

T ηT S

�

� λT S

idTS

�

� �Tη T
TSη T

TS

µ T
S

�
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(T -5) ST 2 δT� TST
T δ� T 2S ST 2 δT� TST

T δ� T 2S

� µT � ��

ST

� SρT

idST

�

Sη

T T

�

ST

SµT

�

δ
� TS

µT S

�
ST

SηT T

�

δ
�

�

η

T T
η

T ST

�

TS

ηT TS

�

� ρT S

idTS

� TS

µ T
S

�

Axioms (T -6) and (T -7) involve µS�τS and µT �τT respectively and are dual to each

other. These correspond to (coh 4) and (coh 9) in [Mar99].

(T -6) S3T
S2δ� S2TS

SδS� STS2 δS2
� TS3

� SµS ��

S2T
�

µ
S ST

� τST S2T

SµST
�

Sδ � STS

STµS

� δS� TS2

TSµS

�

� µS

ST

µST
� δ �

µ S
T �

TS

TµS

�

�

S3T
S2δ� S2TS

SδS� STS2 δS2
� TS3

�� � µSS

S2T

µSST
�

Sδ� STS

µSTS
� δS � TS2

TµSS
�

� T τS TS2

TSµ S

�

� µS

ST

µST
� δ � TS

TµS

�� Tµ
S
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(T -7) ST 3 δT 2
� TST 2 T δT� T 2ST

T 2δ� T 3S

� µT T ��

ST 2

SµT T
� δT � TST

µT ST
� T δ� T 2S

µT TS
�

� τT S T 2S

Tµ T
S
�

� µT

ST

SµT

� δ � TS

µT S
�� µ

T S

�

ST 3 δT 2
� TST 2 T δT� T 2ST

T 2δ� T 3S

�� � TµT

ST 2
�

Sµ
T T

� SτT ST 2

STµT

� δT� TST

TSµT

� Tδ � T 2S

TµT S
�

� µT

ST

SµT

� δ �

Sµ T �

TS

µT S
�

Axioms (T -8) and (T -9) are dual to each other, involving µS�ηT and µT �ηS respec-
tively. These are equivalent to the (coh 3) and (coh 5) of [Mar99] respectively.

(T -8) S2T S2T

STS

Sδ
�

STS

Sδ
�

S2

S

2 η

T �

�� ST

µST
�

� µS TS2

δS
�

� S2
� ηT S

ηT S2
�

S

2 η

T �
�SηT

SηT S
�

TS2

δS
�

��

S

µS

�
� ηT

ηT S
�

Sη
T

�

TS

TµS

�

δ

�
S

µS

�

ηT S
� TS

TµS

�

(T -9) ST 2 ST 2

TST

δT
�

TST

δT
�

T 2

η

S T

2 �

�� ST

SµT

�
� µT T 2S

Tδ
�

� T 2
� T ηS

T 2ηS
�

η

S T

2 �
�ηS T

TηS T
�

T 2S

Tδ
�

��

T

µT

�
� ηS

T ηS
�

η
S T

�

TS

µT S

�

δ

�
T

µT

�

T ηS
� TS

µT S

�

The last axiom involves µS and µT and is self dual. This is a reformatted version of
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(coh 6) in [Mar99].

(T -10) S2T 2 SδT� STST
STδ� ST 2S

δTS� TSTS
T δS� T 2S2

� SµT � µT S

S2T

S2µT

�

Sδ
� STS

SµT S
�

δS
� TS2

µT

�
S2

� µS

ST

µST
�

δ
� TS

TµS

�

�

ST 2S

��

S2T 2 SδT� STST
δST�

ST
δ �

TS2T
TSδ� TSTS

T δS�

δTS
�

T 2S2

� µST � TµS

S2T
�

S

2 µ

T

�� ST 2

µST 2

�

δT
� TST

TµST
�

T δ
� T 2S

T 2µS

�
�� TS2

µ T
S 2

�

� µT

ST

SµT

�

δ
�

µ S
T �

TS

µT S
�� Tµ

S

The order in which the axioms are listed here is based on the duality, but there are

other perspectives on them. The axioms (T -2), (T -3) and (T -6) correspond to the fact

that δ is a pseudo-distributive law of S over an pseudo-endofunctor. Also note that

some of the axioms imply that the two invertible modifications µT and ηT in (7.1) are

pseudo-distributive laws of S over µT and ηT , respectively: the axiom �T -10� is that of

(α�-1) for µT , and �T -9� is that of (α�-2). Similarly, �T -8� is that of (α�-1) for ηT , and

�T -1� is that of (α�-2).

We now define a 2-category Ps-DistSps-monads as a variant of Ps-DistS consisting only

of data involving pseudo-monads;

Proposition 7.2. The following data constitute a 2-category Ps-DistS
ps-monads: the 0-

cells are pairs �T�δT � of a pseudo-monad T � �T�µT �ηT �τT �λT �ρT � and a pseudo-

distributive law δT � �δT �µS�µT �ηS�ηT � of S over the pseudo-monad. Suppressing

the 2-cell data, the 1-cells in Ps-DistSps-monads from �T�δT � to �T ��δT �

� are those in
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Ps-DistS consisting of pseudo-monad morphisms from T to T �. And finally, the 2-

cells in Ps-DistSps-monads are those in Ps-DistS that are defined between pseudo-monad

morphisms and preserve the pseudo-monad structure (compatible with the 2-cell com-

ponents of pseudo-monad morphisms.)

7.2 Lifting a pseudo-monad to Ps-S-Alg

Just as in the case of ordinary (non-pseudo) monads, a lifting of a pseudo-monad is a

lifting of an endofunctor with some extra conditions, ensuring that the components of

the pseudo-monad lift to Ps-S-Alg.

Definition 7.3. Given pseudo-monads �S�µS�ηS�τS�λS�ρS� and �T�µT �ηT �τT �λT �ρT �

on a 2-category � , a lifting of T to Ps-S-Alg is a pseudo-monad �T ���T �µ�T �η�T �τ�T �λ�T �ρ�T �

for which

U �T � TU ; (7.2a)

Uµ
�T � µTU� Uη�T � ηTU ; (7.2b)

Uτ�T � τTU� Uλ�T � λTU� Uρ�T � ρTU� (7.2c)

hold, where U is the forgetful pseudo-functor from Ps-S-Alg to � .

The condition 7.2a means that �T is a lifting of T as a pseudo-endofunctor. Hence

(5.3a), (5.3b), and (5.3c) hold for �T . The conditions 7.2b require that µ�T should be a

lifting of µT to Ps-S-Alg with respect to �T 2 and �T , and η�T that of ηT with respect to

IdPs-S-Alg and �T . (Note that �T 2 is a lifting of T 2 as an endofunctor.) This means that,

for each pseudo-algebra �A�a�aµ�aη�, there exist invertible 2-cells

SA
SηT

A� STA ST 2A
SµT

A� STA

� ηT
A�a � µT

A�a

A

a

�

ηT
A

� TA

�a�T

�
T 2A

�a�T
2

�

µT
A

� TA

�a�T

�

such that the axioms for pseudo-algebra maps hold, and that the pseudo-naturality of

µT and ηT extend to that of µ�T and η�T .
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And the conditions (7.2c) mean that the liftings �T , µ�T and η�T are defined so that

the modifications τT �λT �ρT also lift to Ps-S-Alg and satisfy the axiom (5.6), serving

as τ�T �λ�T �ρ�T . For the case of τT it amounts to saying that the following holds:

ST 3A
STµT

A� ST 2A
SµT

A� STA ST 2A

� �TµT
A�a � µT

A�a � SτA

T 3A

�a�T
3

�

TµT
A

� T 2A

�a�T
2

�

µT
A

� TA

�a�T

�
� ST 3A

SµT
TA

�

ST
µ
T

A

�

ST 2A
SµT

A

� STA

Sµ T
A

�

� τA � µT
TA��a � µT

A�a

T 2A

µ
T

A

�

µ T
TA

�

T 3A

�a�T
3

�

µT
TA

� T 2A

�a�T
2

�

µT
A

� TA

�a�T

�

Proposition 7.4. The liftings of pseudo-monads yield a 2-category Liftps-monads
Ps-S-Alg : the 0-

cells are pairs �T� �T �, where T is a pseudo-monad and �T is a lifting of T as a pseudo-

monad. A 1-cell from �T� �T � to �T �� �T �� is a pair �α� �α� of a pseudo-monad morphism

α : T � T � and its lifting �α from �T to �T �. And a 2-cell from �α� �α� to �β��β� is a

modification of pseudo-monad morphisms that lifts from �α to �β.

7.3 Equivalence for the pseudo-monad case

In Section 5.5 we proved that the 2-functors Φ and Ψ define an equivalence between

the 2-categories Ps-DistS and LiftPs-S-Alg. In this section, we prove that the 2-functors

Φ and Ψ naturally induce 2-functors between Ps-DistSps-monads and Liftps-monads
Ps-S-Alg , again

defining an equivalence between those 2-categories.

Proposition 7.5. The pseudo-functor Φ in Proposition 5.18 induces a pseudo-functor

from Liftps-monads
Ps-S-Alg to Ps-DistSps-monads.

Proof. We show that Φ is defined in such a way that it preserves the pseudo-monad

structure, hence is a pseudo-functor from Liftps-monads
Ps-S-Alg to Ps-DistSps-monads.

For 0-cells, given a 0-cell ��T�µT �ηT �� �T � of Liftps-monads
Ps-S-Alg , we first need to show

Φ��T�µT �ηT �� �T � � ��T�µT �ηT ��Φ��T �� is a 0-cell in Ps-DistSps-monads, i.e., Φ��T � is a
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pseudo-distributive law over a pseudo-monad rather than a pseudo-endofunctor. What

we need to do is to define canonically the extra data (7.1) for pseudo-distributive

laws for monads, that is, invertible modifications µT and ηT . Then we need to ver-

ify those modifications satisfy the coherence axioms. Since �µT �µ�T � : �T 2 � �T is a

1-cell in LiftPs-S-Alg, there exists a pseudo-distributive law Φ�µ�T � : Φ��T 2��Φ��T � over

µT . Meanwhile, the equality Φ��T 2� � Φ��T � �T � holds by definition of �, and, from

Proposition 6.13, we also have

Φ��T � �T ��� Φ��T ��Φ��T ��

Again by definition of � in Ps-DistS we have

Φ��T ��Φ��T � � TΦ��T �ÆΦ��T �T�

which altogether means that there exists a pseudo-distributive law

ST 2 Φ��T �T� TST
TΦ��T �� T 2S

�

ST

SµT

�

Φ��T �
� TS

µT S

�

over µT . We define this invertible 2-cell to be µT for Φ��T �. On the other hand, for ηT ,

the discussion is slightly simpler than the above; we only need to consider the fact that

�ηT �η�T � : IdPs-S-Alg� �T is a 1-cell in LiftPs-S-Alg. This implies that Φ�η�T � : Φ�Id�� Φ��T �

is a pseudo-distributive law over ηT :

S
idS � Φ�idPs-S-Alg�� S

ST

SηT
A

�

Φ��T �
� TS

ηT
SA

�

which provides the invertible 2-cell we define to be ηT .

For the 1-cells and the 2-cells, it is immediate from the definition of Φ in Proposi-

tion 5.18 that it preserves pseudo-monad morphisms and modifications between them.

Therefore, Φ is a pseudo-functor from Liftps-monads
Ps-S-Alg to Ps-DistSps-monads.
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Proposition 7.6. The pseudo-functor Ψ in Proposition 5.22 induces a pseudo-functor

from Ps-DistSps-monads to Liftps-monads
Ps-S-Alg .

Proof. Given a 0-cell ��T�µT �ηT ��δT � in Ps-DistSps-monads, we consider the value

Ψ��T�µT �ηT ��δT � � ��T�µT �ηT ��Ψ�δT ���

We claim that the value is a 0-cell in Liftps-monads
Ps-S-Alg , i.e., the lifting Ψ�δT � of T is that

of a pseudo-monad. In order to prove this claim, we need to show that, for the

pseudo-monad T � �T�µT �ηT �τT �λT �ρT �, there exist canonical liftings of pseudo-

natural transformations µT and ηT , and the modifications τT �λT and ρT lift to Ps-S-Alg,

all from suitable domains to codomains generated by Ψ�δT �. For the pseudo-natural

transformations µT and ηT , since the invertible modifications µT and ηT in (7.1) are

pseudo-distributive laws over µT and ηT , the values Ψ�µT �µT � and Ψ�ηT �ηT � are, by

definition of Ψ, liftings of µT and ηT , as required. And, for the modifications τT , λT

and ρT , the fact that S distribute over them with respect to suitable pseudo-distributive

laws over suitable pseudo-natural transformations means that they also lift to Ps-S-Alg.

Therefore Ψ�δT � is a lifting of a pseudo-monad.

Finally, for the 1-cells and the 2-cells, it is immediate from the definition of Ψ
in Proposition 5.22 that it preserves pseudo-monad morphisms and modifications be-

tween them. Therefore, Ψ is a pseudo-functor from Ps-DistSps-monads to Liftps-monads
Ps-S-Alg .

Corollary 7.7. The 2-categories Liftps-monads
Ps-S-Alg and Ps-DistSps-monads are equivalent.

7.4 Composite pseudo-monad TS

We now consider pseudo-distributive laws and the composite pseudo-monads they in-

duce. Such composite pseudo-monads play a central rôle in the discussion of substitu-

tion monoidal structure given in the next chapter.

This section is the pseudo-version of Section 3.8. Given two pseudo-monads S and

T and a pseudo-distributive law ST � TS, we show that the composite pseudo-functor

TS has the structure of a pseudo-monad. We give a proof to this, which is the pseudo-

version of Proposition 3.30. The rest of the results in Theorem 3.36 also extend to the
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pseudo-setting: we state the corresponding theorem as Theorem 7.9 at the end of the

section.

Proposition 7.8. Given pseudo-monads �S�µS�ηS�τS�λS�ρS� and �T�µT �ηT �τT �λT �ρT �

on a 2-category � , and a pseudo-distributive law δ : ST � TS, the composite pseudo-

functor TS acquires the structure for a pseudo-monad on � , with multiplication given

by

TSTS
Tδ� TTSS

µT µS
� TS

Proof. The composite of pseudo-functors is a pseudo-functor. Then we need to con-

struct the remaining data for a pseudo-monad �TS�µTS�ηTS�τTS�λTS�ρTS�.

We define the multiplication µTS and the unit ηTS as the following pseudo-natural

transformations:

µTS : TSTS
TδS� TTSS

TTµS
� TTS

µT S� TS

ηTS : Id�
ηS
� S

ηT S� TS

Next we define τTSas in the following diagram:

TSTSTS
TSTδS� TST 2S2 TST 2µS

� TST 2S
TSµT S� TSTS

� T δδS � T δTµS

T 2S2TS

T δSTS

�

T 2SδS
� T 2STS2

T δTS2

�

T 2STµS
� T 2STS

T δTS

�
� Tµt�1S

� T 2δµS

� T 2µSS T 3S3

T 2δS2

�

T 3SµS
� T 3S2

T 2δS

�

TµT S2
� T 2S2

T δS

�

� T 3τS � TµT
µS

T 2STS

T 2µSTS

�

T 2δS
� T 3S2

T 3µSS

�

T 3µS
� T 3S

T 3µS

�

TµT S
� T 2S

T 2µS

�

� µT
δS � µT

TµS � τT S

TSTS

µT STS

�

T δS
� T 2S2

µT TS2

�

T 2µS
� T 2S

µT TS

�

µT S
� TS

µT S

�
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The left unit λTS and the right unit ρTS are defined as: for λTS

TS
TSηS

� TS2 TSηT S � TSTS

� T λS

� TηT
µS T 2S2

T δS
�

� Tη T
STη T

S 2 �

TS

TµS

�

id
TS

�

T 2S

T 2µS

�
TηTS

�

TS

µT S
�

� λ T
Sid

TS

�

and ρTS:

TS
ηSTS � STS

ηT STS� TSTS

� ηT
δS

TS2

δS
� ηT TS2

�

� η SSTη SS
�

T 2S2

TδS
�

� ηT
TµS

TS

TµS

� ηT TS�

�Tρ Sid
TS

�

T 2S

T 2µS

�

TS

µT S
�

�ρ T
S

id
TS �

It is routine to verify that these definitions satisfy the coherence axioms for pseudo-

monads shown in Section 2.3.

The proposition above is the pseudo-version of Proposition 3.30. The rest of the

results in Theorem 3.36 also extend to the pseudo-setting:

Theorem 7.9. Given pseudo-monads �S�µS�ηS�τS�λS�ρS� and �T�µT �ηT �τT �λT �ρT �

on a 2-category Cat, and a pseudo-distributive law δ : ST � TS,

� the composite pseudo-functor TS acquires the structure for a pseudo-monad.

� Ps-TS-Alg is canonically equivalent to Ps-Ψ�δ�-Alg

� the object TS1 has both canonical pseudo-S-algebra and pseudo-T -algebra struc-

tures on it.



Chapter 8

An Application : Substitution

Monoidal Structure

In this chapter, we study the intended main application of the theoretical development

in this thesis. Every pseudo-distributive laws yields a composite pseudo-monad TS,

and hence, a monoidal structure on TS1 if T and S are pseudo-monads on Cat. We

demonstrate that the models of substitution described in [FPT99] and [Tan00] are ex-

amples of the monoidal structures thereby induced by pseudo-distributive laws.

We start by looking at examples of pseudo-monads and their pseudo-algebras that

interest us in Section 8.1. These pseudo-monads are of two types: the first (Exam-

ple 8.1, 8.2 and others) is the pseudo-monads on Cat that yield the structures for mod-

eling contexts, such as Tf p for finite product structure or Tsm for symmetric monoidal

structure. The second type is the (partial) pseudo-monad on Cat for free cocompletion

(Example 8.7). We also address the size issue related to this pseudo-monad briefly.

In particular, given a strongly inaccessible (or even just regular) cardinals κ, one can

consider the free cocompletion under colimits of size less then κ, and that technically

may be used to address the size issues.

Section 8.2 gives examples of pseudo-distributive laws between the pseudo-monads

described in Section 8.1. We explain why there exist pseudo-distributive laws of each

of the pseudo-monads for contexts over the pseudo-monad of free cocompletion, based

on the result in Chapter 7 on liftings and that in [IK86].

133
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In the following three sections, we show that an arbitrary pseudo-monad T on

Cat yields a canonical monoidal structure on the category T1. The significance of

that monoidal structure is that when T is the pseudo-monad TcocTf p, it yields precisely

Fiore et al.’s substitution monoidal stucture, and likewise for Tanaka when T is TcocTsm.

Moreover, at the level of generality proposed here, we can follow the main line of

development of both pieces of work. The monoidal structure on T1 we obtain in this

way is the central result here.

We start again from a general discussion for the ordinary (non-pseudo) case in Sec-

tion 8.3 : given a monoidal category �����1� (to recall the definition, see Chapter 2)

and a monad �T�µ�η� on it, we give the definition of strength of T . We also show that,

given a strong monad T , the object T1 in � has a canonical monoid structure induced

by the strength.

This discussion extends naturally to the pseudo-setting: first, in Section 8.4, we

define the notion of pseudo-strength of pseudo-monads: we list ten coherence axioms,

which bear quite a lot of similarity to those of pseudo-distributive laws, although, for

pseudo-strength, it may be possible that one of the ten axioms (axiom (t-9)) is actually

redundant. In Section 8.5 we then show that, given a pseudo-monad T with a pseudo-

strength on the 2-category Cat, the category T1, where 1 is the terminal object in Cat,

has a canonical monoidal structure. This monoidal structure is the main structure for

modelling substitution in our examples.

The last section (Section 8.6) then combines the above discussion with that on

pseudo-distributive laws from Chapter 7 and demonstrates the substitution monoidal

structures for the pseudo-distributive laws given as examples in Section 8.2. We have

seen that, given a pseudo-distributive law δ : ST � TS, the composite T S has the

structure of a pseudo-monad (Section 7.4). The monoidal structure TS1 induced by

this composite pseudo-monad is what we use to model substitution. Those of the

pseudo-monads Tf p and Tsm are precisely the structures of Fiore et al. [FPT99] and

Tanaka [Tan00]. This chapter is mainly based on the papers [PT04a, PT04b].
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8.1 Examples : Pseudo-monads and pseudo-algebras

In this section we give several examples of pseudo-monads on Cat and the categories

of their pseudo-algebras.

Example 8.1. Let Tf p denote the pseudo-monad on Cat for small categories with finite

products. The 2-category Ps-Tf p-Alg has objects given by small categories with finite

products, arrows given by functors that preserve finite products up to coherent isomor-

phism (non-strict), and 2-cells by all natural transformations. This is the well-studied

2-category FP of all small categories with finite products. For any small category �,

Tf p��� is given by the (bi)free object of FP, i.e., the free category with finite products,

on �. Taking � � 1, the category Tf p1 is given, up to equivalence, by Setop
f , which is

denoted by �op by Fiore et al. [FPT99].

Example 8.2. Let Tsm denote the pseudo-monad on Cat for small symmetric monoidal

categories. The 2-category Ps-Tsm-Alg has objects given by small symmetric monoidal

categories, arrows given by strong symmetric monoidal functors, i.e., functors together

with data and axioms that makes them preserve the symmetric monoidal structure up to

coherent isomorphism, and 2-cells by all symmetric monoidal natural transformations,

i.e., those natural transformations that respect the symmetric monoidal structure. This

is the well-studied 2-category SM of small symmetric monoidal categories. Again,

Tsm��� is the (bi)free object of SM, i.e, the free symmetric monoidal category on �.

Taking � � 1, it follows, up to equivalence, that Tsm�X� is the category �op of finite

sets and permutations used by Tanaka [Tan00].

Example 8.3. Lying between the above two examples is the pseudo-monad Tsm1 on

Cat for small symmetric monoidal categories whose unit is the terminal object. The 2-

category Ps-Tsm1-Alg has objects given by small symmetric monoidal categories whose

unit is the terminal object, arrows given by strong symmetric monoidal functors, and 2-

cells by all symmetric monoidal natural transformations. Taking �� 1, it follows that

Tsm1�1� is given by In jop, where In j denotes the category of finite sets and injections.

This category has been used by O’Hearn and Tennent, among others, to model local

state [OT97].
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Example 8.4. Combining the first two examples, specifically by taking the sum of

pseudo-monads, we may consider the pseudo-monad TBI defined on Cat for small sym-

metric monoidal categories with finite products. The 2-category Ps-TBI-Alg has objects

given by small symmetric monoidal categories with finite products, arrows given by

strong symmetric monoidal functors that preserve finite products, and 2-cells by all

symmetric monoidal natural transformations. This structure is used in the Logic of

Bunched Implication [Pym02]. The objects of TBI��� where � � 1 are precisely the

bunches of Bunched Implications.

The above examples of pseudo-monads allow us to model variable manipulation

for untyped variable binding, which will play the rôle of S in a pseudo-distributive law

ST � TS later. We now turn to a (partial) pseudo-monad for cocomplete categories,

which will play the rôle of T .

The notion of free cocompletion is defined as follows:

Definition 8.5 (free cocompletion). Given a small category �, the free cocompletion

of � consists of a locally small cocomplete category �� and a functor J : �� �� such

that, for any locally small cocomplete category �, the composition with J induces an

equivalence of categories from Cocomp������ to �����.

The next Theorem states that we can always construct such a cocompletion for any

small �.

Theorem 8.6 ([Kel82]). For any small category �, the free cocompletion �� exists and

is given by the category ��op�Set� together with Yoneda embedding � : �� ��op�Set�

For size reasons, there is no interesting monad on Cat for cocomplete categories:

small cocomplete categories are necessarily preorders, and the construction of the free

(locally small) cocomplete category does not have codomain in Cat. Therefore, co-

complete categories do not quite yield a monad or pseudo-monad on Cat. But there

are well-studied techniques to deal with that concern, essentially by applying size con-

straints carefully. For instance, assume the existence of a strongly inaccessible cardinal

κ. and suppose Set has cardinality κ. Now let CAT be a universe that contains Set (and

therefore also Cat) as an object. Then the 2-category κ-cocomp of categories that are
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small with respect to CAT and are cocomplete for all diagrams of size less than κ is

pseudo-monadic over CAT and the pseudo-monad restricts to the above construction

on Cat regarded as a full sub-2-category of CAT . Therefore, the construction of the

free cocompletion by the Yoneda embedding extends to a pseudo-monad on CAT . For

further details see for example [AR94].

Example 8.7. From the above discussion we can safely ignore the size concern. Based

on that, there is a (partial) pseudo-monad Tcoc for cocomplete categories. To the extent

to which Tcoc is a pseudo-monad, Ps-Tcoc-Alg is the 2-category of cocomplete cate-

gories, colimit preserving functors, and all natural transformations between them. If

follows from Theorem 8.6 that for any small category �, the category Tcoc��� is given

by the presheaf category ��op�Set�. This construction is fundamental to all of Fiore

et al., Tanaka, and Pym [FPT99, Pym02, Tan00]. For variable binding, its universal

property has not been considered, but it does provide the key to why their various con-

structions, in particular their substitution monoidal structures, are definitive, and how

they relate to their other structures.

8.2 Examples : Pseudo-distributive laws

In Section 8.1, we gave four examples of pseudo-monads for variable manipulation

and one for cocomplete categories. If, in each case, we can give a pseudo-distributive

law, it would follow from Theorem 7.9 that the combination of each of the first four

pseudo-monads with the fifth would yield a composite pseudo-monad. In fact, pseudo-

distributive laws do exist for each of these combinations, by the following argument,

based on the main result of [IK86]:

Theorem 8.8. For a small symmetric monoidal category �, the category ��op�Set�

with the convolution symmetric monoidal structure is the free symmetric monoidal

cocompletion of � with unit given by the Yoneda embedding.

For an arbitrary small symmetric monoidal category �, the convolution symmetric

monoidal structure on ��op�Set� at �X �Y� is given by the coend

X �Y �

� i� j

Xi�Y j����� i� j�� (8.1)
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where, on the right hand side of the equation, � denotes the symmetric monoidal

structure of �, and on the left hand side,� denotes the extension to ��op�Set�. The unit

for the convolution symmetric monoidal structure is ���� I�, where I is the unit of the

symmetric monoidal structure of �.

Corollary 8.9. Tcoc lifts from Cat to Ps-Tsm-Alg.

Proof. To show that Tcoc lifts, we need to show that for any small symmetric monoidal

category �, the category Tcoc� has a symmetric monoidal structure, with the unit η and

the multiplication µ strong symmetric monoidal functors. But by Theorem 8.8, the cat-

egory Tcoc�� ��op�Set� with the convolution symmetric monoidal structure is the free

symmetric monoidal cocompletion of �. Moreover, the unit η� is given by the Yoneda

embedding, which is strong symmetric monoidal. Again by Theorem 8.8, the category

TcocTcoc�, with the convolution symmetric monoidal structure, is the free symmetric

monoidal cocompletion of Tcoc�, except for the size concern that we are ignoring. So,

up to coherent isomorphism, the identity functor on Tcoc�, which is strong symmet-

ric monoidal, uniquely extends along the Yoneda embedding to a colimit-preserving

strong symmetric monoidal functor from TcocTcoc� to Tcoc�. But the multiplication µ�

is, up to coherent isomorphism, the unique extension of the identity map along ηTcoc� to

a Tcoc-structure-preserving functor. So our extension of the identity functor must agree,

up to isomorphism, with µ�, forcing the latter to be strong symmetric monoidal.

Example 8.10. It is routine to verify that Corollary 8.9 restricts from symmetric monoidal

categories to categories with finite products, i.e., from Tsm to Tf p. By Corollary 7.7,

we therefore have a pseudo-distributive law of Tf p over Tcoc. Applying Theorem 7.9 to

Tf p and Tcoc, one obtains the pseudo-monad TcocTf p with TcocTf p�1� being equivalent

to ���Set�, which was Fiore et al.’s category for variable binding [FPT99]. One can

readily check that the symmetric monoidal structure (8.1) is the finite product struc-

ture on ���Set�, which is calculated point-wise. The unit for the finite product structure,

i.e., the terminal object, is given by ����1�.

Example 8.11. By Corollary 8.9 and Corollary 7.7, there is a canonical pseudo-distributive

law of Tsm over Tcoc. Applying Theorem 7.9 to Tsm and Tcoc, one obtains the pseudo-

monad TcocTsm with TcocTsm�1� equivalent to ���Set�, which was Tanaka’s category for
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linear variable binding. The symmetric monoidal structure on ���Set� is given by the

tensor (8.1), which may be expressed as follows:

X �Y �n� �
�

n�m1�m2

Xm1�Y m2��n��

where �n is the symmetric group on n elements. Note that �n � ��n�n�. The equiva-

lence relation is generated by the relation

�x�y�σÆ �σ1�σ2��� ��Xσ1�x��Yσ2�y�σ�� (8.2)

where x and y are elements of Xm1 and Ym2, and σ, σ1 and σ2 are permutations on n,

m1 and m2 (m1�m2 � n), respectively. Some simple calculations show that ����0� is

both the left and right unit for �.

Example 8.12. Applying a similar discussion to Tsm1 and Tcoc yields another com-

posite pseudo-monad with TcocTsm1�1� given by �In j�Set�, as used by O’Hearn and

Tennent [OT97].

Example 8.13. Applying a similar discussion to TBI and Tcoc yields a composite pseudo-

monad with TcocTBI�1� given by the functor category ��TBI1�op�Set�. The combination

of TBI and Tcoc is implicit in the Logic of Bunched Implications; presheaf categories

such as ��TBI1�op�Set� appear explicitly there [Pym02].

8.3 Strength and monoid structure

In the following three sections, we study a property of a pseudo-monad with pseudo-

strength on Cat that it induces a monoidal structure on T1. This monoidal structure is

the one used both in [FPT99] and [Tan00] to construct substitution monoidal structures.

As we have done so far, we first study the non-pseudo version of this in this section,

which we then extend to the pseudo-version in Section 8.4 and Section 8.5.

Definition 8.14. Given a cartesian closed category �����1�, a �-enriched monad

�T�µ�η� on � is given by a function

ObT : Ob��� Ob�
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together with arrows

TX �Y : �X �Y ��� �TX �TY �

in �, where �X �Y � denotes the internal hom, satisfying commutativity of the diagrams:

�Y�Z�� �X �Y �
Æ� �X �Z� 1

id� �X �X �

�TY�TZ�� �TX �TY �

TY�Z �TX�Y

�

Æ
� �TX �TZ�

TX�Z

�
�TX �TX �

TX�X

�

id
�

together with �-natural transformations µ : T 2 � T and η : 1 � T satisfying the usual

three conditions for a monad.

Definition 8.15. A strength for a monad �T�µ�η� on a cartesian closed category �

consists of a natural transformation with components

tX �Y : TX �Y �� T �X �Y �

such that the following diagrams commute: suppressing the associativity isomorphisms
of �

TX �Y �Z
tX�Y � id� T �X �Y��Z TX

��� TX �1

T �X �Y �Z�

tX�Y�Z

�

tX�Y�Z �

TX

id

� ��� T �X �1�

tX�1

�

T 2X �Y
tTX�Y � T �TX �Y �

TtX�Y� T 2�X �Y � X �Y

TX �Y

µ� id

�

tX�Y

� T �X �Y�

µ

�
TX �Y

η� id

�

tX�Y

� T �X �Y �

η

�

Theorem 8.16. To give a �-enriched monad on a cartesian closed category � is equiv-

alent to giving a strong monad on �.

A strong monad is a monad together with a strength. The next theorem states its

property whose pseudo-version gives us the structure we need to model substitution.
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Theorem 8.17. Given a strong monad T on a cartesian closed (more generally a

monoidal closed) category �����1�, the object T1 of � has a canonical monoid struc-

ture with multiplication given by

T1�T1
t1�T1� T �1�T1�

�� � T 21
µT
� T1

and with unit given by

η1 : 1 �� T1

Moreover, the multiplication � : T1�T 1��T1 is a T -algebra map in its first variable,

i.e.,

T 21�T1
tT1�T1� T �T1�T1�

T� � T 21

T1�T1

µ� id

�

�
� T1

µ

�

commutes.

Sketch of proof. We give a construction for the associativity axiom required for T1 to
be a monoid. The rest follows from a similar calculation. It is verified by the following
diagram:

T1�T1�T1
T1� t1�T1 � T1�T�1�T1�

T1�Tl � T1�T21
T1�µT

� T1�T1

�t� �t� �t�

T �1�T1��T1

t1�T1�T1
�

t1�T1�T1

� T �1�T1�T1�
T �1� t1�T1�

�

T1�T1�T1

�
T �1�T�1�T1��

t1�T �1�T1�

�

T �1�TlT1�
� T �1�T21�

t1�T21
�

T �1�µT
1 �
� T �1�T1�

t1�T1

�

�t� �l� �l� �l�

T 21�T1

T lT1�T1
�

tT1�T1

� T �T1�T1�

T �lT 1�T1�
�

Tt1�T1

� T 2�1�T1�

T lT �1�T1�
�

T 2lT1

� T 31

T lT 21
�

TµT
1

� T 21

TlT1
�

�µ�

T1�T1

µT
1 �T1
�

t1�T1

� T �1�T1�

µT
1�T1

�

T lT1

� T 21

µT
T1
�

µT
1

� T1

µT
1

�

which commutes, for the triangle at the top and the pentagon at the bottom, by the

axioms for the strength, for the square at the right bottom corner, by the associativity

axiom for the monad T , and, for the rest of the squares, by the naturality of the natural

transformations appearing in the labelling in each square. Note that the second vertical
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arrow from the left in the middle row of squares labelled as “T �lT1�T1�” is equal to

T �lT1�T1� up to the associativity isomorphism, because � is a monoidal category.

A 2-monad is a Cat-enriched monad. Therefore a 2-monad T on Cat has a strength,

and induces a monoid structure on T1, i.e., T1 is a strict monoidal category. However,

when we have a pseudo-monad rather than a 2-monad, the situation is more complex.

We need the notion of pseudo-strength, which we introduce in the next section, and it

is monoidal structure rather than strict one that a pseudo-monad with a pseudo-strength

induces on T1.

8.4 Pseudo strength

We seek to generalise the situation for ordinary monads to pseudo-monads on Cat.

So we need the notion of a pseudo-strength of a pseudo-monad. It is not true that

a pseudo-strength is equivalent to a notion of pseudo-enrichment, as we shall explain

later, but a pseudo-monad on Cat does yield a pseudo-strength, which is all we require.

And that in turn yields a monoidal structure on T1.

Definition 8.18. A pseudo-strength for a pseudo-monad �T�µ�η�τ�λ�ρ� on a bimonoidal

2-category � � �� ��� I�α�λ�ρ� consists of a pseudo-natural transformation with com-

ponents

tX �Y : TX �Y �� T �X �Y �

and four invertible modifications, whose components are given by the diagrams below:

�TX �Y��Z
tX�Y � idZ� T �X �Y ��Z

tX�Y�Z� T ��X �Y ��Z� TX

� t1

TX � �Y �Z�

α

�

tX�Y�Z

� T �X � �Y �Z��

Tα

�
TX � I

ρTX

�

tX�I

� T �X � I�

Tρ
X

�
t 2 �

T 2X �Y
tTX�Y� T �TX �Y �

TtX�Y� T 2�X �Y � X �Y

� t3

TX �Y

µ� id

�

tX�Y

� T �X �Y�

µ

�
TX �Y

η� id

�

tX�Y

� T �X �Y �

η
�

t 4 �
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subject to the following ten axioms:

The axioms from (t-1) to (t-3) and (t-10) are for the coherence between the above
four invertible modifications. These correspond to (T -1), (T -8), (T -9) and (T -10),
respectively, of the axioms for pseudo-distributive laws over pseudo-monads.

(t-1)

X
ηX � TX

ρTX� TX � I X
ηX � TX

ρTX � TX � I

��η � ��ρ

X � I
ηX�I

�

ρ
X

�

T �X � I�

tX�I

�

�
t 2

Tρ
X�I �

X � I

� t4

ηX�I

�

ηX
�

id I
�

ρ
X

�

T �X � I�

tX�I

�

(t-2) T 2X T 2X

T 2X � I

��

t2
TX

tTX�I

�
�

ρ T
2 X

T �TX � I�

TρTX

�

��

Tt2
X

TtX�I

� T 2�X � I�

T 2ρ
X

�

� T 2X � I
�

ρ T
2 X

��ρ TX

µX

�
��µ T 2�X � I�

T 2ρ
X

�

� t3
X�I � t2

X

TX � I

µX � id

�

tX�I

� T �X � I�

µX�I

�
TX � I

µX � id

�

tX�I

�
�

ρ TX

T �X � I�

µX�I

�

Tρ
X

�

(t-3) �X �Y��Z �X �Y ��Z

�TX �Y ��Z

��

t4� id

t� id
�

�
�η�

id�
� id

T �X �Y ��Z

η� id

�
��

Tt4

t
� T ��X �Y ��Z�

η

�

� X � �Y �Z�
�
�η�

id�
�

id

��α �X �Y ��Z

α

�
��η T ��X �Y��Z�

η

�

� t1 � t4

TX � �Y �Z�

α
�

tX�Y�Z

� T �X � �Y �Z��

α
�

TX � �Y �Z�

α
�

tX�Y�Z

�
�

η�
id

T �X � �Y �Z��

α
�

η

�

Axioms (t-4) to (t-6) involve the invertible modifications t 3 and t4, which are the data
for the pseudo-strength and the multiplication and the unit for the pseudo-monad T .
These axioms are for the coherence between these two invertible modifications and
those from the data of the pseudo-monad T . (t-4) is the axiom for the left unit λ, (t-5)
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for the right unit ρ, and (t-6) for the multiplication τ of the pseudo-monad.

(t-4) T 2X �Y
tTX�Y� T �TX �Y �

TtX�Y� T 2�X �Y�

� t3

TX �Y

� λ� id

id
�

TηX
� idY

�

TX �Y

µ� idY

�

tX�Y

� T �X �Y �

µX�Y

�

�

T 2X �Y
tTX�Y � T �TX �Y �

TtX�Y� T 2�X �Y �

��t

TX �Y

T ηX � idY

�

tX�Y

� T �X �Y�

T ηX�Y

�

� λX�Y

id
�

�
� Tt 4T �η

X �
id�

T �X �Y �

µ
X�Y

�

(t-5) T 2X �Y
t � T �TX �Y �

Tt� T 2�X �Y�

� t3

TX �Y

�ρ� id

id
�

ηTX
� idY

�

TX �Y

µ� idY

�

tX�Y

� T �X �Y �

µX�Y

�

�

T 2X �Y
t � T �TX �Y �

Tt� T 2�X �Y �

��η

TX �Y

ηT X � idY

�

tX�Y

�

� t
4

ηTX�
Y

�

T �X �Y�

ηT �X�Y �

�

� ρX�Y

id
� T �X �Y �

µ
X�Y

�
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(t-6) T 3X �Y
tT 2X�Y� T �T 2X �Y �

TtTX� T 2�TX �Y�
T 2tX�Y� T 3�X �Y�

� tµX � Tt3
X�Y

T 2X �Y
�

µTX
� id

� τX� id T 2X �Y

TµX � id
�

tTX�Y

� T �TX �Y �

T �µX � id�
�

TtX�Y

� T 2�X �Y�

TµX�Y
�

� t3
X�Y

TX �Y

µX � id
� tX�Y �

µX � id �
T �X �Y �

µX�Y

�

�

T 3X �Y
tT 2X�Y� T �T 2X �Y�

TtTX� T 2�TX �Y �
T 2tX�Y� T 3�X �Y �

� t3
TX�Y � µt

T 2X �Y

µTX � id
�

tTX�Y � T �TX �Y �

µTX�Y

�

TtX�Y

� T 2�X �Y �

µT �X�Y�
�

� τX�Y T 2�X �Y�

TµX�Y
�

� t3
X�Y

TX �Y

µX � id
� tX�Y � T �X �Y �

µX�y

�� µX�
Y

Axioms (t-7), (t-8) and (t-9) are for the invertible modification t1 and t2, which in-
volve the isomorphisms α and ρ of the bimonoidal structure on � . The axiom (t-7) is
for the coherence between t1 and the constraint for the associativity isomorphism α,
while (t-8) is for that between t1, t2 and the constraint for the left and right unit λ, ρ
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isomorphisms.
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The axiom (t-9) is for the coherence of the derived constraint for the right unit isomor-
phism ρ. It is likely, that this is actually redundant, given the fact that the constraint
is a derived one, the proof of which should provide the main part of the proof of its
redundancy.

(t-8) �TX � I��Y
tX�I � idY� T �X � I��Y

tX�I�Y � T ��X � I��Y�

� t1

TX �Y

� 	TX�I

idTX �λY

�

ρTX
� idY

�

TX � �I�Y�

α

�

tX�I�Y

� T �X � �I�Y��

Tα

�

�

�TX � I��Y
tX�I � idY� T �X � I��Y

tX�I�Y� T ��X � I��Y�

��t

TX �Y

ρTX � idY

�

tX�Y

�

� t
2 � idY

TρX
� idY

�

T �X �Y�

T �ρX � idY �
�

� 	TX�I

T �idX �λY �
� T �X � �I�Y��

Tα

�

��t

TX � �I�Y �

tX�I�Y

�

idTX �λY �

(t-9) �TX �Y �� I
tX�Y � idI� T �X �Y�� I

tX�Y�I � T ��X �Y�� I�

� t1

TX �Y

� 	
ρ
TX�Y

idTX �ρY

�

ρTX�
Y

�

TX � �Y � I�

α

�

tX�Y�I

� T �X � �Y � I��

T α

�

�

�TX �Y�� I
tX�Y � idI� T �X �Y �� I

tX�Y�I� T ��X �Y�� I�

��ρ

TX �Y

ρTX�Y

�

tX�Y

� T �X �Y�

��

t2 TρX�Y

�

� T	ρ
X�Y

T �idX �ρY �
�

�

ρ
T�X�Y �

T �X � �Y � I��

Tα

�

��t

TX � �Y � I�

tX�Y�I

�

idTX �ρY �
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One can formulate a coherence theorem for pseudo-strengths that shows the defini-

tiveness of the axioms up to provable equality. It is a mild diversion to investigate it

here, but we shall state the result for completeness.

Proposition 8.19. Given a pseudo-strength t for a pseudo-monad T on a 2-category

� , and given any parallel pair of pseudo-natural transformations constructed from

copies of t, µ, and η, there is a unique modification between them constructed from the

modifications in the data for a pseudo-monad and a pseudo-strength.

Theorem 8.20. Every pseudo-monad on Cat gives rise to a pseudo-strength.

Proof. Define tX �Y by Currying

Y � �X �X �Y �
T� �TX �T �X �Y ��

The rest of the data for pseudo-naturality arises from pseudo-functoriality of T , as do

the first two structural modifications. The latter two structural modifications arise from

the pseudo-naturality of µ and η. Verification of the axioms is routine.

The reason one does not have a meaningful equivalence between the notions of

pseudo-monad and pseudo-strength is because a pseudo-monad may have an underly-

ing pseudo-functor that is not an ordinary functor.

8.5 Monoidal structure on T1

Now we state the pseudo-version of Theorem 8.17. We give the theorem without a

proof. The verification is lengthy but routine.

Theorem 8.21. Given a pseudo-monad T on Cat, the category T1 has a canonical
monoidal structure with composition defined by using the pseudo-strength induced by
T as follows:

T1�T1
t1�T1� T �1�T1�

�� � T 21
µ1 � T1

and with unit given by

η1 : 1 �� T1
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The associativity and unit isomorphisms are generated by those for the multiplication
and unit of T together with those of the pseudo-strength. Moreover, the multiplication
� : T1�T1 �� T1 is a pseudo-map of T -algebras in its first variable, i.e., there is a
coherent isomorphism

T 21�T1
tT1�T1� T �T1�T1�

T
� T 21

��

T1�T1

µ� id

�



� T1

µ

�

8.6 Examples : Substitution monoidal structures

Applying this result to the pseudo-monad T S obtained from Theorem 7.9, TS1 is a

monoidal category, i.e., a monoid in Cat, with the multiplication �.

Calculating the value X �Y for objects X and Y of T1 is not easy in general, but the

final clause of Theorem 8.21 makes life easier. Typically, an object of T1 is given by

a sophisticated sort of word of copies of 1. But 1�Y must always be isomorphic to Y .

So the final clause of the theorem tells us that, if we express X as a word of copies of

1, the object X �Y is given by replacing each copy of 1 in that word by an occurrence

of Y . This fact, together with that T is given by TcocS in our cases, enable the tensor �

to be readily calculated.

Example 8.22. Consider the pseudo-monad TcocTf p on Cat. We have already seen that

TcocTf p�1� is equivalent to ���Set�. So, by the theorem, ���Set� acquires a canonical

monoidal structure. By the last line of the theorem, for every object X of ���Set�,

the functor ��Y : ���Set� �� ���Set� is a pseudo-map of TcocTf p-algebras, and so

preserves both colimits and finite products. Since every functor X : � �� Set is a

colimit of representables, and every object of �op is a finite product of copies of the

generating object 1, which in turn is the unit of �, it follows that we can calculate X �Y

as a canonical coequaliser of the form

�X �Y �m �
�
nεN

�Xn� �Ym�n���

yielding exactly Fiore et al.’s construction of a substitution monoidal structure.
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Example 8.23. Consider the pseudo-monad TcocTsm on Cat. We have already seen

that TcocTsm�1� is equivalent to �P�Set�. Applying the same argument as in the previous

example, we can calculate X �Y and check that it agrees with Tanaka’s construction of

a substitution monoidal structure, namely

�X �Y �m �
�
nεN

�Xn� �Y �n��m���

where Y �n� denotes the n-fold tensor product in ���Set� of Y , using the convolution

symmetric monoidal product of ���Set�: that convolution symmetric monoidal product

is exactly the lifting to ���Set� of the canonical symmetric monoidal product of �op,

which is, in turn, the free symmetric monoidal category on 1, i.e., Tsm�1�. The reason

one still sees a product in this formula is because, conceptually, it plays the role of the

Xn-fold sum of copies of Y �n�m here rather than that of a product.

Example 8.24. Considering TcocTBI, one can make a similar calculation: every functor

X : �TBI�
op � Set is a colimit of representables, and each representable is a bunch of

copies of 1. So, if one takes a formula for X as a colimit of bunches of copies of 1 and

replaces each occurrences of 1 by Y , one obtains a formula for X �Y of the form

�X �Y �b �

� b��TBI1

Xb�� �Y �b���b

where Y �b�� represents a b�-bunches of copies of the object Y of ��TBI�
op�Set�. This

integral may be calculated as

�X �Y �b �
�

b��TBI1

�Xb�� �Y �b���b���

for an equivalence relation � generated similarly to those of Examples 8.22 and 8.23.

One can also apply the same style of analysis to the other examples, yielding canon-

ical substitution monoidal structures for, for instance, affine binders. It follows in

general, from the fact that we always consider Tcoc, that our generalised substitution

monoidal structure is always closed. That closedness appears in Fiore et al.’s work,

in Tanaka’s work, and in the work on Bunched Implications. Moreover, we know

from the previous section that, given any pseudo-distributive law, TS�1� always has
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a pseudo-S-algebra structure. That agrees with the finite product structure of Fiore et

al. and it agrees with the corresponding symmetric monoidal structure of Tanaka as

remarked in the last example above.



Chapter 9

Conclusions and Further work

9.1 Conclusions

In this thesis we have investigated the properties of pseudo-distributive laws of pseudo-

monads over pseudo-monads, and, as an application of the investigation, we con-

structed a framework that provides the structures for modeling substitution for terms

in contexts with different structural properties. This is a structure that unifies the

category-theoretic formulations of substitution in higher order abstract syntax dis-

cussed in Fiore et al. [FPT99] and also in [Tan00].

The definition of pseudo-distributive laws of pseudo-monads over pseudo-monads

was given together with its ten coherence axioms. These coherence axioms arise from

the facts that such pseudo-distributive laws should let each datum of pseudo-monads

(pseudo-natural transformations and modifications) naturally be endowed with suitable

distributivity. We believe that this definition of pseudo-distributive laws of pseudo-

monads over pseudo-monads is definitive in the sense that the axioms are complete

and elegant. Moreover, we introduced the notions of pseudo-distributivity generally;

definitions of the pseudo-distributivity of a pseudo-monad over pseudo-natural trans-

formations and over modifications were given alongside the pseudo-distributive laws

of a pseudo-monad over pseudo-endofunctors, allowing the application of these defi-

nitions for combinations of such structures, for instance, the case of comonads, as in

the work of Winskel in modelling bisimilarity.

153
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In the analysis of the properties of a pseudo-distributive law of a pseudo-monad S

over a pseudo-endofunctor H, we introduced the notion of lifting of H to the 2-category

of pseudo-S-algebras. We then provided a proof that the notions of pseudo-distributive

laws and of liftings are equivalent in the sense that they define equivalent 2-categories.

We also proved, not in the pseudo-setting but in terms of ordinary categories and func-

tors, that, in a sense, a “dual” to this also holds, in that a distributive law of an end-

ofunctor H over a monad T is equivalent to an extension of H to the Kleisli category

Kl�T � of T , which is easily extended to the pseudo-case. In moving from pseudo-

distributive laws over pseudo-endofunctors to those over pseudo-monads, we investi-

gated the bimonoidal structures on Ps-Endo�� �, Ps-DistS and LiftPs-S-Alg, which pro-

vide the canonical composition both of liftings and of pseudo-distributive laws. This

fact is essential in the proof of equivalence between the 2-categories Ps-DistSps-monads

of pseudo-distributive laws over pseudo-monads and Liftps-monads
Ps-S-Alg of liftings of pseudo-

monads to pseudo-monads on Ps-S-Alg. Another important property of pseudo-distributive

laws of a pseudo-monad S over a pseudo-monad T is that when there exists such a

pseudo-distributive law, the composite pseudo-functor TS acquires the structure of a

pseudo-monad. We proved this in Section 7.4.

As the main examples of our analysis we consider two different types of pseudo-

monads: the first of them are the pseudo-monads that give categories that are used to

model various different types of contexts, such as the pseudo-monad for finite product

structure and that for symmetric monoidal structure. The other type of pseudo-monad

is that for the free cocompletion, modulo the size issue, which, for a small category �,

gives its free cocompletion ���Set�. We explained why there exist pseudo-distributive

laws for combinations of one of the pseudo-monads for contexts and that of free co-

completion, which follows using Im and Kelly’s work in [IK86].

Moving back from the examples to the discussion of general structure, we then con-

sidered the monoidal structure induced by the notion of pseudo-strength. Similarly to

the case of an ordinary strength and a monad, we have the fact that any pseudo-monad

T on Cat has a pseudo-strength. From there we showed that there exists a monoidal

structure on the object T 1 in Cat induced by the pseudo-strength. We consider pseudo-

monads of the form TS, where T is the cocompletion pseudo-monad and S is one of
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the pseudo-monads for contexts. The category TS1 has the form ��S1�op�Set� and the

tensor for the monoidal structure induced by the pseudo-strength for this category is

calculated as a coend, due to the fact that T is the free cocompletion monad.

9.2 Further work

There are many possibilities for the future work of this thesis. The most important

is the further investigation of the syntactical aspects of the unifying framework. A

definition of binding signatures for generic contexts should be given in such a way that

the signatures defined in [FPT99] and [Tan00] are included as instances and also the

functor that is associated to such a signature should have a strength with respect to the

tensor for substitution discussed in Chapter 8.

9.2.1 Syntactic aspects

The definitions of binding signature given in both [FPT99] and [Tan00] are in fact

identical:

Definition 9.1 ([FPT99],[Tan00]). A binding signature Σ � �O�a� consists of a set of

operations O and an arity function a : O � � � .

An operator o of arity �n1� � � � �nk� has k arguments and binds ni variables in the i-th

argument (1 � i � ni). The terms associated to a signature Σ over a set of variables

ranged over by x are given by the grammar:

t � TΣ ::� x � o��x1� � � � �xn1��t1� � � � ��x
�
1� � � � �x

�
nk
��tk�

where o is in O and a�o� � �n1� � � � �nk�. The notions of free/bound variables and α-

equivalence are defined in the obvious way.

In the linear case, each variable to be bound by a binder has exactly one occurrence

in the term, where as in the ordinary case there is no such restriction. However, such

facts do not surface in the definition of signatures itself. The distinction is introduced

when one considers the notion of binding algebra on the suitable presheaf category.
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In order to interpret an operation o of arity �n1� � � � �nk�, the algebra on a presheaf X

associated to this operation has the forms

�δn1X���� �� �δnkX�� X

for ordinary binders and

�∂n1X���� �� �∂nkX�� X

for linear binders, where δX and ∂X are defined to be X�1��� with the operation �

interpreted in � and � respectively. Both δ and ∂ are used to give a mathematical for-

mulation of the idea of binding over one variable. The definition for ordinary binders

uses the finite product structure of both �op (finite products in �op are finite coproducts

in �) and ���Set�, together with the object 1 of �. As we have seen in earlier chapters,

that is all elegantly expressible as structure generated by the 2-monad Tf p. The same

is true for linear binders, in which case the definition X�1��� of ∂X is given not by

the coproduct but by the symmetric monoidal structure on �. Moreover, the symmetric

monoidal structure on ���Set� is used instead of the product. This is again a structure

generated by the 2-monad Tsm.

But this definition of binding signature in [FPT99] and [Tan00], although fine for

their purposes, is insufficient in more complex binding situations, where more than

two kinds of binders may be present in the signature, for instance, that of Bunched Im-

plications. In Bunched Implications, one has two sorts of binders: a linear binder and

a non-linear binder. So we need to be able to specify the kind of binding an operator

employs to bind a particular argument. A finite sequence of natural numbers is not

precise enough to specify which sort of binder is to be used, and in what combination

the binders are to be used.

So, in order to capture such examples in which one has more than one binder, one

needs a more refined general notion of binding signature. We do not have a definitive

general account of that yet, so we shall not develop that idea here beyond mentioning

that it definitely is possible to unify these examples and extend them to situations such

as that of Bunched Implications as explained in [Pow03], the only question being how

elegantly one can do so and with what degree of definitiveness.

The above definition of binding signature essentially contains two pieces of data:

for each i, each ni tells you how many times to apply X�1���, and k tells you how
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many such X�ni��� (� δniX or ∂niX ) need to be multiplied. More generally, we need

to allow more freedom than that, so that, for the cases such as Bunched Implications,

we may specify words of products and tensors, with the ni and the k only telling us how

long those words are. In fact, in the general setting of 2-monads on Cat, the notion of

a Lawvere 2-theory [Pow99] supports such a general notion of signature. We do not

go into the details, but it supports the following definition.

Let S denote one of the 2-monads for the structures that model contexts. Recall

that, in general, given a 2-monad S and a pseudo-distributive law of S over Tcoc, the

pseudo-monad for free cocompletion, the category ��S1�op�Set�, which is equivalent to

TcocS1, has the structure of a pseudo-S-algebra (Theorem 7.9). Therefore, an object α
of Sk induces a functor of the form

α : ��S1�op�Set�k �� ��S1�op�Set�

given by the composite of

�k� ��S1�op
�Set��

S� �Sk�S��S1�op
�Set��

evα� S��S1�op
�Set�

with the algebra structure

S��S1�op�Set��� ��S1�op�Set�

This is a routine extension of the idea that every model of an equational theory sup-

ports a semantics for every operation of the theory: TcocS1 is a pseudo-S-algebra, so

it supports every S-operation; a k-ary S-operation amounts to an object of Sk; and the

displayed formula spells out explicitly how such an operation is canonically modelled

on a pseudo-S-algebra.

Similarly, but more easily, as S1 also possesses an S-algebra structure, an object β
of S2 yields a functor

β� : �S1�2 �� S1

This, by composition, yields a functor

β��1��� : S1 �� S1

Putting the above altogether we have the following definition:
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Definition 9.2 (generic binding signature). For a 2-monad S, a binding signature

Σ � �O�a� is a set of operations O together with an arity function a : O �� ArS where

an element �k�α��αi�1�i�k� of ArS consists of a natural number k, an object α of the

category Sk, and, for 1� i� k, an object αi of the category S2 together with a strength

X�α�
i�1���� �Y �� �X �Y ��α�

i�1���� over pointed objects Y , i.e., functors Y with a

specified element of Y �1�

The algebra on a presheaf X associated to an operation of arity �k�α��αi�1�i�k� is

α�X�α�
1�1���� � � � �α�

k�1������� X �

This definition suffices for our purposes, yielding the level of generality we seek. But

obviously, in due course, we should prefer a definition that does not involve the condi-

tion at the end: such a definition should be readily obtainable as the condition does not

appear explicitly in Fiore et al. or Tanaka’s work, and it is clear how to avoid it in all

the leading examples; but it is not clear yet what is the best condition that implies it in

general.

9.2.2 Other possibilities

As a syntactic development in another direction, in [MS03], Miculan and Scagnetto,

and also Fiore in [Fio02], gave a typed version of the work in [FPT99]. The category

used in the paper [MS03] is � � ���Set�, where � is the category of typed contexts

and defined to be the comma category in � U of the inclusion functor in : � �� Set

and the set U of variable types. Extending the framework presented in this thesis to a

version for typed variables is one obvious direction for further study. The construction

in [MS03] should involve a pseudo-distributive law for 2-monads on CatU .

Another interesting possibility is to fit the direction chosen initially by Gabbay and

Pitts in their paper [GP99] and followed by Miculan and others in [GMM03b] into

the framework presented in this thesis. They use the presheaf category on �, where

� is the category of natural numbers and injections, and also the notion of Fraenkel-

Mostowski set theory, which is equivalent to what is called the Schanuel topos, a par-

ticular full subcategory of ���Set�. These structures are also related to permutation

algebras [GMM03a]. Gabbay and Pitts’ line of work is considered to be one of the two
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main directions of category-theoretic research on higher order abstract syntax, both

of which coincidentally appeared in the LICS’99 conference [FPT99, GP99, Hof99],

but it seems that the two directions can be unified in terms of our framework as the

category theoretic construction shown in [GMM03b] seems to fit nicely. Specifically,

the Schanuel topos is the free cocompletion on �op that respects pushouts. So, one

could start by replacing Cat by the category of small categories with pushouts, and by

attempting to emulate the line of argument of this thesis there.

There are other topics where the analysis on pseudo-distributive laws in this thesis

can be applied. Investigating such applications is certainly a major direction of further

research. One such publicly available is the study of concurrency and bisimulation

by Winskel and Cattani [WC04] using open maps and profunctors; the structure used

there involves pseudo-comonads and Kleisli constructions. The analysis of pseudo-

distributive laws in this thesis can be easily applied to the case of pseudo-comonads.

It is also useful to provide a detailed account of the relation between the Kleisli con-

struction and pseudo-distributive laws.
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