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Foreword

This is a collection of papers and notes from the Workshop on General Logic held
in Edinburgh in February 1987. The workshop was organised by the Laboratory
for the Foundations of Computer Science of the University of Edinburgh. The
Laboratory was founded in 1986 with significant financial support from the UK
Alvey Directorate, the UK Science and Engineering Council and Industry. Its
principal aim is to develop the foundational theory of Computer Science. This
work is reflected in the development of systems which are rooted in sound theory.
Through the Laboratory’s Programme of Industrial Interaction these theories
and systems are used and developed in an industrial environment. This gives
Industry early access to leading edge technology in Software Engineering and the
researchers in LFCS benefit from feedback on the usefulness and applicability of
their work in practical environments.

The workshop started on Monday morning and lasted five days. It covered
frameworks for defining varieties of logics, with an aim to developing a very
general environment for proof checking, editing and discovery. Research along
these lines by various people has been proceeding particularly strongly in the
last year or so, and it was felt - as seems to have turned out the case - to be a
particularly appropriate time to organise a workshop bringing together logicians
and computer scientists. The workshop was organised with formal lectures in
the morning, a brief lecture in the afternoon and then informal discussions and
demonstrations of various computer systems. The systems demonstrated were :

1. The Edinburgh Logical Framework, demonstrated by T. Griffin of Cornell.

2. The System B, demonstrated by J.R. Abrial. Project sponsored by BP; joint
project with PRG, Oxford. Carroll Morgan, Paul Gardiner, Mike Spivey.

3. The Centaur System, demonstrated by Laurent Hascoet of INRIA.
4. The L.P.E., demonstrated by Claire Jones of Edinburgh University.

We wish to thank George Cleland, Joan Ratcliff and Eleanor Kerse for their help
with the organisation and their performance of the arduous task of ensuring
the smooth day-to-day running of the workshop. We also particularly thank
Robin Milner for hosting the Workshop party. Finally we thank the participants
who were so kind and enthusiastic as to travel at a not particularly convenient
time of year- sometimes at short notice - and contribute enthusiastically to the
success and usefulness of the workshop. We also wish to thank the Science and
Engineering Research Council who provided generous financial support.
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A Framework for Defining Logics*

Robert Harper Furio Honsell Gordon Plotkin
Laboratory for Foundations of Computer Science
University of Edinburgh

Abstract : |

The Logical Framework (LF) is a system for defining a wide class of logics. It = |
is based on a general treatment of syntax, rules, and proofs in terms of a typed
A—calculus with dependent types. Syntax is treated in a style similar to, but more
general than, Martin-Lof’s system of arities. The treatment of rules and proofs
focuses on the notion of a judgement. Logics are encoded in the LF via a new
principle, the judgements as types principle, whereby each judgement is identified
with the type of its proofs. This allows for a smooth treatment of discharge and
variable occurrence conditions and leads to a uniform treatment of rules and proofs
whereby rules are viewed as proofs of higher—order judgements and proof checking is
reduced to type checking. An important benefit of our treatment of formal systems
is that logic-independent tools such as proof editors and proof checkers can be
constructed.

1 Introduction

Much work has been devoted to building systems for checking and building formal proofs
in various logical systems. The AUTOMATH project of deBruijn [4] considered first
proof checking. The problem of interactive proof construction was first considered by
Milner, et. al. in the LCF system [11]. The LCF system was adapted to type theory by
Petersson [19]. The work of Huet and Coquand on the Calculus of Constructions [7,8]
extends the AUTOMATH and LCF work to a more powerful logic. Paulson’s work on
Isabelle [18] is a general approach to proof construction based on higher—order resolution.
The NuPRL system of Constable [6] is a display-based interactive proof development
environment for type theory that includes facilities for notation extension, library man-
agement, and automated proof search. _

There are a great many logics of interest (equational, first-order, higher—order, tem-
poral, type and set theories, type assignment systems and operational semantics for

*This is a slightly edited version of a paper delivered at the Second Symposium on Logic in Computer
Science, Ithaca, NY, June, 1987. Any citations should refer to the proceedings of that conference.




programming languages). Implementing an interactive proof development environment
for any style of presentation of any of these logics is a daunting task. For example,
one must implement a parser, term manipulation operations (such as substitution and
a—conversion), definitions and notation extension, inference rules, proofs, tactics, and
tacticals. Thus it is desirable to find a general theory of inference systems that captures
the uniformities of a large class of logics so that much of this effort can be expended
once and for all.

The Logical Framework is an attempt to provide such a general theory of logics. It
is based on a weak type theory that is closely related to AUT-PI and AUT-QE [9], to
Martin-Lof’s early type theory [14], to Huet and Coquand’s Calculus of Constructions [8],
and to Meyer and Reinhold’s A [16]. It is able to specify both the language of a logic,
its axiom and rule schemes, and its proofs. The language of a logic is defined in a general
theory of expressions that exploits the A—calculus structure to provide binding operators,
substitution, capture, a—conversion, and schematic abstraction and instantiation.

The treatment of rules and proofs is based on the notion of a judgement [15], the
unit of assertion in a logical system. (See also Schroeder—Heister [22] for a related point
of view.) Each logic is a system for asserting basic judgements. The set of judgements
is then closed under two higher-order judgement forms that are used to specify infer-
ence rule schemes and to model discharge and variable occurrence conditions such as
arise in Hilbert systems or systems of natural deduction. Rules are viewed as the proofs
of (possibly higher—order) judgements that specify them. There is no distinction be-
tween primitive and derived rules. The extension to higher-order judgements allows
for a natural presentation of many logical systems that avoids side conditions on rules.
Judgements, rules, and proofs are represented in the LF type theory by applying what
we call the judgements as types principle whereby each judgement is identified with the
type of its proofs. Each basic judgement is represented by a base type of the LF type
theory, and the higher—order judgements are represented in a logic-independent way
by functional types. Proofs, and hence rules, are represented as terms of the LF type
theory, thereby reducing proof checking to type checking.

In Section 2 we present the type theory of the LF, along with some of its important
proof-theoretic properties. In Section 3, we introduce the LF’s theory of expressions, and
consider predicate calculus and Church’s higher-order logic as examples. In Section 4
we consider the treatment of judgemerits, rules, and proofs in the LF. The method is
illustrated for predicate calculus and higher-order logic. In Section 5 we compare our
work with other systems for defining logics, and in Section 6 we suggest directions for
future research.

We gratefully acknowledge the influence of Per Martin-L&f, particularly the lectures
delivered in Edinburgh in the spring of 1986. We are grateful to Tim Griffin of Cornell
University for his efforts in building a prototype implementation of the LF. We also thank
the other members of the Computer Assisted Formal Reasoning project at Edinburgh,
especially Arnon Avron and Ian Mason, for their comments and criticisms. Support for
this research was provided by the Science and Engineering Research Council.



2 The LF Type Theory

The type theory of the LF is closely related to the II-fragment of AUT-PI, a language
belonging to the AUTOMATH family. The LF type theory is a language with entities
of three levels: (1) objects, (2) types and families of types, and (3) kinds. Objects are
classified by types, types and families of types by kinds. The kind Type classifies the
types; the other kinds classify functions f which yield a type f(z)...(z,) when applied
to objects z;,...,z, of certain types determined by the kind of f. Any function definable
in the system has a type as domain, while its range can either be a type, if it is an object,
or a kind, if it is a family of types. The LF type theory is therefore predicative.

A number of different presentations of this system can be given. We shall describe a
version which trades off conciseness against readability. The theory we shall deal with
is a formal system for deriving assertions of one of the following shapes:

F X sig 3. is a signature
Fe I’ context T' is a context
T'tg K kind K is a kind

T A: K A has kind K
F'FeM:A M has type A

where the syntax is specified by the following grammar:

Kinds K ::= Type | lIz:AK

Type Families @ A ::= ¢ | Ilz:A.B | Az:A.B | AM
Objects M ::= c¢|z| Az:AM | MN
Signatures T = ()| Z,e:K | Z,c: A
Contexts ' := () |T,z:4

We let M and N range over expressions for objects, A and B for types and families of
types, K for kinds, z and y over variables, and ¢ over constants. We write A — B for
ITz: A.B when z does not occur free in B.

The inference rules of the LF type theory appear in Table 1. A term is said to be
well-typed in a signature and context if it can be shown to either be a kind, have a
kind, or have a type in that signature and context. A term is well-typed if it is well-
typed in some signature and context. The notion of Bn—contraction, written —~ gy, Can
be defined both at the level of objects and at the level of types and families of types in
the obvious way. Rules (12) and (17) make use of a relation =, between terms which
is defined in the following way: M =g, N iff M —, P and N -, P for some term
P. We conjecture that variants of rules (12) and (17) obtained by taking =g, to be
pn—conversion are admissible rules of the theory. '

Since the notion of fn—conversion over KU AU M is not Church-Rosser, the order of
technical priority in which the basic metatheoretical results are proved is essential. The
following theorem summarizes these results in a convenient order (here a ranges over
the basic assertions of the type theory):



Valid Signature
F () sig
X sig tg K kind c¢ dom(X)
F X,c: K sig
FXsig kg A:Type c¢ dom(X)
FX,c A sig

Valid Context
a ontex S sig

Fs () context
Fs T context I'lyx A:Type z ¢ dom(T)

g T, z: A context

Valid Kinds
s T context
T' by Type kind
'ty A:Type TI,z:Alyg K kind
'y IIz: A.K kind

Valid Elements of a Kind
a ements of a b5 T context c:K €3

T'bye: K
'ty A:Type T,z:Alx B: Type
'y Iz: A.B : Type
'y A:Type T',z:Als B: K
T'by Az:A.B:1lx: A K
'ty B:Nlz:A K T+gN:A
'ty BN : [N/z]K
I'rp A: K Tz K'kind K =g, K'
F'ks A: K'

Valid Elements of a Type
Fa T context c:Ae€X

'kgec:A
FeT context z:AeT
I'kepz:A
Tty A: Type I'yz: Ay M : B
kg Ax: AM :Nlz:A.B
'y M:lIz:A.B Tk N: A
I'tyx MN :[N/z]|B
TFxM:A Tty A': Type A=g, A
Tk M: A

Table 1: The LF Type System
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Theorem 2.1

1. Thinning is an admissible rule: if T by a and gy T', T context, thenT',T' Fx s .

2. Transstivity is an admissible rule: sf T' by M : A and T',z: A,A Fy a, then

T,[M/z]A Fg [M/z]a. A

. 8. Uniqueness of types and kinds: if T -y M : A and T Fx M : A, then A =4, A,
and stmilarly for kinds.

4. Subject reduction: if Ty M : A and M —'gy M, then T 5 M' : A, and similarly
for types.
5. All well-typed terms are strongly normalizing.

6. All well-typed terms are Church-Rosser.

7. Each of the five relations defined by the inference system of Table 1 is dectdable,
as s the property of being well-typed.

The proof of this theorem is surprisingly complicated. However, the methods devel-
oped by van Daalen in his thesis [9] can be adapted to this type theory. It is important
to note that the Church-Rosser property, strong normalization, and the presence of type
labels are essential in the proof of decidability of the type theory. In particular, given
a signature and a context and any object (type) expression, it is decidable if the object
(type) expression is well-typed; if so, a type (kind) can be computed for it.

We shall outline only the proof of strong normalization, since, unlike the systems
dealt with by van Daalen, it can be proved independently of the other metatheoretic
results. Moreover, it yields a corollary that is useful for characterizing the terms that
are definable in the LF type theory:

Corollary 2.2 IfT Fx M : A, then Erase(M) can be typed in Curry’s type assignment
system, where Erase(M) denotes the term obtained from M by removing the type labels
from the A abstractions.

We start by defining a translation 7 of the LF types and kinds into simple types with
a base type o, and a translation ~ of LF objects and types into the untyped A terms with
a constant 7. These translations are extended to signatures and contexts in the obvious
way.



Definition 2.3 *

7(Type) = a

'rgl'iz: AK) = r1(A)—7(K)

7(Az: A.B) _ 7(B)

T(AM) = 7(4)

I(H:c:A.B) = 7(A) — 7(B)

i —

MN = MN

Ilz: A.B = =AB

AriAM = (gizM)A (y¢FV(iz.H))

Az:A.B = (Aydz.B)A (y ¢ FV(Az.B))
The precise sense in which this definition is consistent is stated in the following
lemma:

Lemma 2.4
1. IfT I—;; A: K, then 7(T) k5 A: 7(K);
2. IfTtg M : A, then 7(T') Fy(z) rama—a M: 7(A).
Proof. By tnduction on the structure of the proof of Ty A: K and T s M : A. We

have only to notice that any derivation of 5 I,z : A context contains as a subderivation
a derivation of I' s A: Type. [

The translation has been carried out in such a way that the extra combinatorial
complexity in the LF terms due to the presence of type labels is not lost. We then have
the following result:

Theorem 2.5
1. If A—p, A", then A g, A';
2. If M —p, M', then M 5, M".
Proof. By induction on the derivation of A — A' and M — M'. O

Now since the Curry typable terms are strongly normalizing, so too are the terms of
the LF. Moreover, it can be easily seen that A —'s, Erase(A), and M —'gy Erase(M).

A few remarks about the choice of the type theory are in order. It is essential that
the type theory be decidable, at least theoretically, for, as we shall see below, proof
checking is reduced to type checking. The use of conversion as the only counterpart of
definitional equality is due to the fact that at this stage the LF does not deal with the
issue of proof reduction and equality in the sense of Prawitz. We use n—conversion in
order to make the encoding of syntax more transparent. -

6



3 Theory of Expressions

The approach to formalizing the syntax of a language is inspired by Church [5] and
Martin-Lof system of arities [17]. Each syntactic category of the logic is represented
by a type. The expressions of each category are built up using expression—forming
constructors, which are formalized by suitable constants of the LF. Variable binding
operators are represented by constants whose domain is a function type, so that binding
is handled by the A—calculus of the LF. The type theory of the LF being richer than
simple type theory, our approach to syntax is more general than Martin-Lof’s. Explicit
use of this extra generality is made in the formalization of Church’s higher—order logic.

To illustrate the formalization of syntax within the LF, we consider two examples:
the language of Peano arithmetic (as defined in Schoenfield [21]) and the language of
higher—order logic [5]. The presentation of the syntax of Peano arithmetic will form a
part of its signature, Xps, and similarly for the signature of higher—order logic, Lgor.

In a first—order language there are two syntactic categories: the individual expres-
sions, which stand for individuals (objects in the domain of quantification), and the
formulas, which stand for propositions. These are represented in the LF by the type ¢
of individuals, and the type o of propositions. Thus Xps begins with:

t : Type
o : Type

The individual expression constructors of Peano arithmetic are formalized in p, by:

0 A

succ : t— 1L

+ L= L
X R e X

Terms of type ¢ in Tpa represent the individual expressions of Peano arithmetic.
There are no declarations for the variables of first—order logic. The variables of the
object language are identified with the variables of the LF, so that an open term of
type ¢ in Ypu, all of whose free variables are of type ¢, represents an open individual
expression. For example, in a context containing z:¢, the term succ(z) has type ¢ as well.
This representation is defined compositionally by: z° = z, 0° = 0, succ(t)° = succ(t°),
t+u® = 4(t°)(uv°), and ¢ x u° = x(t°)(v°),

Theorem 3.1 (Adequacy for Syntax, I) The correspondence ° is a bijection be-
tween the ezpressions of Peano arithmetic and the normal forms of type v in Tp, with
all free variables of type ¢.

Proof sketch. The translation is evidently well-defined and one-one. Surjectivity is
proved by induction on the structure of the normal forms. [



The following are the other constant declarations for the formulas of Peano arith-
metic:

= ! t—>Lt—0 < L—=i1—o0
o o—o0 A 0o—+0—o0
V : o—o0—o0 D 0o—0—o0
V : (t—0)—o 3 (¢—0)—o0

The formula ¢ = Vz.¢[z] is represented by the term ¢° = V(Az:¢.4°). This approach al-
lows a—conversion and capture-avoiding substitution to be factored out of the definition
of each individual logic, leaving it to be implemented once and for all by the framework.
This treatment of binding operators relies on the variables of the first—order language
being identified with the variables of the LF type theory. For example, if z is a variable
of type ¢, then £ = z is a term of type 0.! We can bind z by A-abstraction, obtain-
ing Az: .z = z, and universally quantify it by applying it to the constant V, obtaining
V(Az:t.z = z), which represents the first~order formula Vz.z = z.

In this way, each formula ¢ of Peano arithmetic is represented by a term ¢° of type o
in Xpa, all of whose free variables are of type ¢; sentences are represented by the closed
terms of type 0. An open term M of type o is an incomplete formula. Its A-abstraction
is a formula scheme. For example, the formula scheme

M = X¢:0.08:L — 0.9 D (D)
can be instantiated by application to a formula ¢ and a matrix ®, so that
M((V(Az:i.z = z))(Az: t.2 = 1)
represents the first—order formula
Vz.z =z D dz.z = z.

Theorem 3.2 (Adequacy for Syntax, II) The compositional translation ° is a bi-
Jection between the formulas of Peano arithmetic and the long Bn normal forms of type
o tn Tpp with all free variables of type .

Proof sketch. Similar to Theorem 3.1. [

The role of n—conversion in the above proof is mainly to ensure that the well-typed
terms of type o in Xp, ate exactly the formulas of Peano arithmetic, up to the notion
of definitional equality built in to the system. There is no intrinsic difference between
V(< (0)) and V(Az:e. < {0)(z))-

The formalization of the syntax of higher-order logic makes use of the dependent
function type of the LF. Quantification in higher-order logic is over a type drawn from
the hierarchy of simple functional types with two base types ¢ (of individuals) and o (of
propositions). In order to avoid confusion with the types of the LF, we call the types of

1'We freely use infix and postfix application in accordance with custom and readability considerations.



higher-order logic “sorts,” and we shall write o0 => 7 for the sort of functions from sort o
to sort 7. In the formalization of higher-order logic the collection of sorts is represented
as a type with members ¢ and o, closed under =>. The signature Tgor thus begins as

follows:
sorts : Type

L : sorts
7] : sorts
= : sorts — sorts — sorts

To each sort is associated the type of objects of that sort. The objects of sort ¢ are,
for the present purposes, the natural numbers. The objects of sort o are the propositions
of higher—order logic. The quantifiers range over an arbitrary sort, rather than the fixed
sort of individuals as in first-order logic. The objects of functional sort are given by
typed A terms (which we write with a capital A to avoid confusion), and there is a form
for expressing application.

obj : sorts — Type

0 : obj(e)

succ : obj(e=> 1)
= : Ilo:sorts. obj(o => o => 0)

: obj(o = 0)

obj(o => 0 = o)
obj(o = 0 = 0)
obj(o = 0 = o)
Ilo: sorts. obj((o = 0) = o)
Ilo: sorts. obj((o = 0) => o)
: Ilo:sorts.Il7: sorts.(obj(c) — obj(r)) — obj(o = 1)
ap : Ilo:sorts.II7:sorts.obj(o => ) — obj(c) — obj(r)

<y < >

The representation of equality and the quantifiers makes use of the dependent func-
tion types of the LF. For each sort o, the equality relation for objects of sort o is written
=,; it is an object of sort o => o => o. Similarly, the quantifiers ranging over sort ¢ are
written V, and 3,; they are objects of sort (¢ = 0) = o, just as in Church’s formulation.
The A and ap forms must similarly be tagged with types, which we write as subscripts.
The A form must be tagged with both the domain and range types, unlike in Church’s
definition. The difference is minor, and analogs of Theorems 3.1 and 3.2 can be proved.

4 Theory of Rules and Proofs

The treatment of inference rules and proofs lies at the heart of the LF. The approach is
organized around the notion of a judgement [15], the unit of inference of a logic. Each
logic comes with a set of basic judgements. In first—order logic there is only one form of
basic judgement, the assertion ¢ true that a formula ¢ is (logically) true (usually written

9



as I ¢ or just ¢). Sequent calculi also have one basic judgement, written I' = A, the
assertion that some formula in A is a logical consequence of all the formulas in . In
Martin-Lof’s system of type theory, there are four basic judgements, A type, A = B,
a€ A,anda=be€ A.

In traditional logical systems the inference rules determine the set of proofs of ba-
sic judgements, and thereby also determine the set of “correct” or “evident” [15] basic
judgements, namely those that have proofs. There are several approaches to the defi-
nition of a proof in a formal system. [21,20] Proofs are sometimes viewed as sequences
of formulas that satisfy the condition that each formula is obtained from previous for-
mulas by application of a rule. Another view is that proofs are trees satisfying certain
conditions. In any case the notion of a proof is independent of the particular rules of
inference.

We extend the notion of proof to include our view of rules as proofs of higher-order
judgements. There are two forms: the hypothetical and the schematic (or general). The
hypothetical judgement J; I J; is the assertion that J; is a logical consequence of Jj,
according to the rules of the logic. It is proved by a function mapping proofs of J; to
proofs of J,. The schematic judgement A,., J(z) represents the idea of generality: the
judgement J(z) is evident for any object z of type A. It is proved by a function mapping
objects z of type A to proofs of J(z).

Rules and proofs are represented as terms of the LF type theory. The basic rules are
presented as constants in the signature of the logic, and the derived rules are complex
proofs that are A-abstracted with respect to their premises. Since rules are functions,
complex proofs are built by applying (in the sense of the A-calculus) rules to the proof(s)
of their premise(s). Rule schemes are represented as proofs of schematic judgements.
Schematic variables are identified with the variables of the LF, so that schematization
is achieved by A abstraction, and schematic instantiation by application.

If rules and proofs are terms, what are to be their types? Since a proof is viewed as
evidence for a judgement, it seems natural to identify judgements with the type of their
proofs: a judgement is evident iff it has a proof iff there is a term of that type (in the
signature of the logic). We call this the judgements as types principle, by analogy with
the propositions as types principle of Curry, deBruijn, and Howard. Here we are making
no commitment to the semantics of a logic. Instead we are merely formalizing the idea
that to make an assertion in a logical system, one must have a proof of it.

The type of proofs of a basic judgement is determined by the inference rules of
the logic. The types of proofs of the higher—order judgement forms are defined by
the LF. We define J, I J; to be J; — J;, the type of functions mapping J; to J,.
This definition is motivated by the meaning of the hypothetical judgement and the
judgements as types principle. Similarly, we define A,., J(z) to be lz: A.J (z), the type
of functions mapping objects = of type A to J(z). We write Jy,...,Jn FoiAn, oA, J
for Az ay---Azpia, J1 b -+ (Jm b J). This incorporates and generalizes Martin-Lof’s
hypothetico-general judgements [15]. ‘

We take incomplete proofs to be open terms of judgement type J. They can be

10
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(IND)

Table 2: Some Rules of Peano Arithmetic

completed by substitution or by A-abstraction, yielding proofs of schematic judgements.
Abstraction on judgement type variables not occurring in J yields proofs of hypothetical
judgements.

An important consequence of the judgements as types principle is that we are able
to reduce proof checking to type checking. A term M is a proof of a judgement J iff M
has type J in the signature of the logic. This reduction is the most important reason
for insisting that the type theory of the LF be decidable, for otherwise one could not
construct a mechanical proof checker for a logic.

To illustrate these ideas, we formalize an illustrative selection of rules from first—order
and higher-order logic formalized as systems of natural deduction. Returning to Xp,,
we represent the single judgement form ¢ true by introducing a family of types indexed
by the propositions:

true : o — Type

We write “¢ true” for “true(4).” For any formula ¢ (.e., any term of type o in pa),
the type ¢ true is the type of proofs of ¢.

Each rule in Table 2 is represented by a constant whose type is the specification of
the rule, a higher—order judgement. For instance, the double negation elimination rule
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is given by:
-=E : --¢ truely, ¢ true

The judgement is schematic in propositions ¢ and hypothetical in proofs of ——¢, so if ¢
is a formula and M is a proof of ——¢ true, then -—E(¢)(M) is a proof of ¢ true.

The implication introduction rule makes use of the hypothetical judgement form
to model discharge. The formulation of DI in Table 2 takes a hypothetical proof of
¢ as premise, and discharges the hypothesis. We instead treat DI as taking a proof
of a hypothetical judgement. The general intention is that a sufficient condition for
establishing the truth of ¢ D 1 is to establish that 1 is a logical consequence of ¢. The
formalization of DI, which is schematic in ¢ and ¥, is:

oI : (¢ true'I'- Y true) Fg.09:0 ¢ D ¢ true

So, for example, DI(¢)(¢)(Az: ¢ true.z) is a proof of ¢ D ¢ true.
Universal elimination is given by:

VE : V(®) truetlg. o4, ®(a) true

The rule is schematic in @, the matrix of the universally quantified formula, and a, the
instance. Given such and a proof M of V(®) true, VE(®)(a)(M) is a proof of &(a) true.
Substitution is modelled by applying the matrix to the instance.

Universal introduction is formalized like implication introduction. A condition for
the truth of V(®) is that ®(z) is true for arbitrary z. In Table 2 variable occurrence
conditions are used for a schematic proof of the judgement ®(z). We instead use a proof
of a schematic judgement A_:t.®(z). The rule is given by:

VI : (Ag.®(z) true) Fg.—, V(®) true

Existential elimination uses both hypothetical and schematic judgements, and makes
use of scoping to avoid side conditions:

dE : 3(®) true, (®(z) true b, ¢ true) Fg.voy0 ¥ true

Since ¥ is bound outermost, there is no possibility that the z of the schematic judgement
form occur free in an instance.
Induction makes use of scoping and higher-order judgements:

IND : &(0) true, (®(z) true b, ®(succ(z)) true) Fg,—oz. B(z) true
The correctness of the formalization is expressed by the following theorem:

Theorem 4.1 (Adequacy for Theorems) There is a (compositionally-defined) bi-
Jection between first—order natural deduction proofs of a formula ¢ of Peano arithmetic
Jrom assumptions ¢,,...,¢, and normal forms M of type ¢° true in Tp,, all of whose
free variables are of type ¢« and ¢ true (1 <i<mn)

12



Proof. It is straightforward to prove by induction on the length of dertvations, that if
Ajy..., A, Fpa A is derivable, then

T, z:: Ay true,...,z,: A, true g, M : A,y true

ts derivable, where ' contains assignments of the form z:. for the free object variables
x . occurring in the A;’s and in M, and where M faithfully encodes instantiation and
 application of rules. Surjectivity can be proved by induction on the structure of the
normal forms of type ¢ true (for ¢:0), keeping in mind the uniqueness of types and the
Church—Rosser property. 0O

Note that it is possible for M in the above proof to have free variables of type ¢, even
when n = 0 (i.e., when there are no assumptions) and when ¢ has no free variables.
This is true, for example, in a proof of

Vz.¢ D Jz.¢(z).

It is a peculiarity of first—order logic that the assumption that the domain of quantifica-
tion is non-empty is not made explicit in proofs.

The above proof illustrates the fact that judgements in the LF actually encode conse-
quence relations that satisfy, in view of Theorem 2.1, weak forms of thinning, transitivity,
and contraction.

We shall give two examples. In the first we present a proof of ¢ D (¢ D ¢) true
as a well-typed term in the signature Xps. Let z have type ¢ true, and let y have
type ¥ true. Abstracting the incomplete proof z with respect to y, we obtain a proof
Ay: ¢ true.z of ¢ true ¢ true. Applying DI to this proof, we obtain the (incomplete)
proof DI(¥)(#) (Ay: ¢ true.z) of ¢ D ¢ true. Abstracting with respect to z, and applying
DI again, we obtain the complete proof

DI(#)(¥ D ¢)(Az: ¢ true.DI(¥)(4)(Ay: ¢ true.z))

of ¢ O (¢ D ¢) true.

In the second example we give evidence for the claim that the traditional notion of a
derivable rule has a formal counterpart in the LF. We show that in the signature p, the
elimination rule for the universal quantifier in Schroeder-Heister’s style can be derived.
The Schroeder-Heister rule is specified as follows:

VEsg : V(®) true;{(A.., ®(z) true) I ¢ true) truet ¢ true) by, yp:.0 ¥ true.
It can be easily verified that the term

A®: L — 0.Ayp: 0.Ap: V(®) true.dg: ((A &(z) trué) ¢ true).g(Az: . VE(®)(z)(p))
has the above type.
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With regard to derived rules, it is interesting to point out that in view of the fact that
thinning is an admissible rule of the LF type theory, judgements are “open” concepts.
This precludes an induction principle on proofs. Therefore typical admissible rules for
a given logic £, or meta rules such as the deduction theorem for a Hilbert—style presen-
tation of first—order logic, are not directly derivable in certain adequate signatures for
L. .

Turning to the formalization of higher-order logic, we formalize the inference rules
in a manner quite similar to that of first—order logic. There is one judgement form, the
assertion that ¢ is true, for ¢ an object of sort o.

true : obj(o) — Type

The rules of # and n—conversion for the A—calculus appear as axioms about equality.
They are schematic in the domain and range sorts of the functions, and in the terms
themselves:

B : Aa:sorts,r:sorts,f:obj(a)—bobj(r),a:obj(a) a'pa,r(Aﬂ.T(f )’ a) = f (a') true
Aa:sorts,r:aorts,f:obj(a:r) Aa,r(Az: Obj (0‘ )- apa,r(f ’ z)) o=t f true

Strictly speaking, the equations in the above axioms should be written using ap, for the
type of =, is obj(r = 7 = o). |

The formalization of the logical rules is similar to that of first-order logic. The
universal introduction and elimination rules are formalized as follows:

VI @ (Azobi(o) @Ps,o(f; Z) true) Fousorts, f:obj(o=o) Vo(f) true
VE : Va(f ) true |_a:sorts,f:obj(a::»o),a:obj(a) a'pa,o(f ] a') true

The adequacy of this representation of higher—order logic can be established by means
similar to that for Peano arithmetic.

5 Comparison with Related Work

Work in the area of proof checking began with the AUTOMATH project [4]. They
sought to build a framework for expressing arbitrary mathematical texts in a formal
way, and developed many examples, notably the formalization of Landau’s textbook
on Analysis by Jutting [12]. In contrast to the LF approach they work directly within
the type theory, using the propositions as types principle. They do not seem to have
isolated any general principles about the formalization of logic. Our work can be seen as
a development of the AUTOMATH ideas by providing a framework that keeps the meta—
and object level clearly separated. We are also concerned with supporting interactive

proof development, particularly automated proof assistance, an area that was never
considered by the AUTOMATH project.

14
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Paulson’s Isabelle system, as presented in [18], is a generalization of LCF to an
arbitrary logic. He is primarily concerned with theorem proving, rather than proof
checking and proof editing. Consequently his approach is quite different from ours,
particularly in the treatment of rules and proofs. Isabelle avoids the construction of
proof trees by viewing proof search as a process of building derived rules of inference.
His representation of rules is based on a direct encoding of rules and their side conditions,
using a clever algorithm to enforce variable occurrence conditions.

6 Directions for Future Research

The LF system is a first step towards developing a general theory of interactive proof
checking and proof construction. Much more work remains to be done. At present we do
not treat definitions and abbreviations for an object logic. There appear to be at least two
ways in which the LF type theory might be extended to include an account of definitional
equality. One way is to parameterize the system by axioms for 6 reductions [23,4]. We
have not yet conducted a thorough analysis of such an extension. Another approach is
to formalize LF type theory as an equational theory, with a set of equations representing
definitions being included as part of the signature of the logic. These equations may
be directed to obtain a reduction relation suitable for use by the type checker, but in
general this relation will not be Church~Rosser or normalizing, and so decidability of
type checking is lost.

It would be interesting to develop a characterization of the class of logics that can be
formalized within the LF. It is clear from recent results of Avron and Mason [1,2] that
one can exploit multiple judgement forms to encode logics that ordinarily have complex
side conditions on their rules. While it appears that almost any formal system can be
represented in the LF, some representations seem more natural than others. Is there
a precise characterization of naturality in this sense? If so, what logics admit natural
representations?

In a natural representation of a logic, the variables of the object language are rep-
resented by variables of the metalanguage. This means that, for the case of first—order
logic, that the type ¢ can be viewed as the domain of quantification in a given model.
Thus a satisfactory account of our treatment of variables seems to involve a notion of
model for the LF. We have defined a class of models for which the type theory is com-
plete. It is interesting to consider the possibility of connections between the LF and
Burstall and Goguen’s institutions [10] and Barwise’s abstract model theory [3].

A general treatment of tactics is clearly desirable. The terms representing proofs
in an LF encoding of a logic can be viewed as validations (in the sense of LCF [11].)
Since the proof terms are total functions, a tactic that is validated by a proof term
has the property that any proofs of the subgoals are guaranteed to lead to a proof of
the goal (such tactics are called valid by Milner). Griffin’s implementation of the LF
demonstrates that this property can be checked automatically for a small class of tactics
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called refinement rules. The work of Constable and Knoblock [13] carries this idea even
further by considering the possibility of proving the validity of tactics for type theory in
the type theory itself. It would be interesting to adapt these ideas to the more general
setting of the LF. In another direction we have defined a logic-independent search space
that generalizes Paulson’s higher—order resolution [18].
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§2 The Subject Matter 2

1. Introduction

In this working paper we describe several attempts at defining a simple version of
Hoare’s logic in the LF. This is used as a framework for discussing certain issues that are
raised. We give three different attempts at formulating Hoare’s logic in the LF, only two
of these are successful. Both successful versions suggest certain desiderata concerning the
nature of tacticals in the LF and how they can be used in faithfully presenting logics.

2. The Subject Matter

We begin by describing the logic, in the traditional fashion, that we will be studying.
Our description here is based closely on that in [Apt, 1981]. Let r denote a first order
language with equality, the meta-variables z,y,z denote or range over the variables of 7,
the meta-variables s,? denote or range over the terms or ezpressions of 7, the meta-variable
e is used to denote a quantifier-free formula or boolean ezpression of 7, and, finally, p,q,r
denote or range over the formulas or assertions of 7.

Let W denote the least class of programs such that
1. for every variable z and expression t, z: =t € W; and

2. if S1, 83,53 € W then S; ; S; € W, and for every boolean expression e of 7, we have
that if(e, S1,5;) € W and while(e,S;) € W.

The elements of W are called while programs, and we take their interpretation to be
understood. The basic formulas of Hoare’s logic are objects of the form {p}S{q} where p, g
are assertions and S is a while program. The intuitive meaning of an asserted program,

{p}s{q},

is as follows: whenever p holds before execution of S and S terminates, then ¢ holds
after execution of S. Hoare’s logic is a system of formal reasoning about these asserted.
programs. Its axioms and proof rules are the following.

Axiom 1: Assignment Axiom
{pt/z]}z: = t{p}.

Rule 2: Composition Rule

{p}S1{r}, {r}S2{q}
{p}S1; Sa{q}

Rule 3: If Rule
{p A e}S1{q}, {p A —e}S2{q}

{p}it(e, S1,5:2){q}
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Rule 4: While Rule (s A }5{p}
{p}while(e, S){p A —e}

The final rule involves some notion of a consequence relation for the assertion lan-
guage. The usual approach is to assume a background first order theory, T, for example
Peano arithmetic, and a proof system for the assertion language, for example the usual
- natural deduction system. The rule in question is the following.

Rule 5: Consequence Rule

p=>p, {p1}S{n}, a1=>¢
{r}s{q}

Here p => p; and ¢; = ¢ are assumed to follow from the background first order theory
using the proof system for the assertion language. As usual, p[t/z] stands for the result of
substituting ¢ for the free occurences of z in p.

3. Version One

3.1. The Basic Types

We begin the first version by fixing a finite first order language, r. Relative to 7 we
have the following basic types, /, is the type of identifiers or memory locations of the while
language, 1, is the type of first order terms in the language r, b, is the type of boolean
expression or equivalently quantifier free first order formulas in the language r, o, is the
type of first order formulas in the language 7, w, is the type of while programs over 7 and
finally k., is the type of hoare triples over . We omit explicitly mentioning the dependence
on r whenever possible, thus we write [ rather than [,.

« !l : TYPE
«t : TYPE
=0 : TYPE
«b : TYPE
s w : TYPE
«h : TYPE

It is important to notice that we are, by necessity, distiguishing between the variables
of the first order logic, which are simply the variables of the LF, and the variables of the
while language. This is because the latter are not substitutive. The variakles of 1 and o
are the variables of the LF. Also note that since the LF does not have subty pes we must
distinguish between the boolean expressions and the first order formulas. The force of this
distinction is somewhat diminished by an identification «,

sa : b—o,
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it is supposed to be the obvious identification of boolean expressions and quantifier
free formulas. Later we shall state some axioms which attempt to force this identification
to be the obvious one. The next operation is the bang which takes an identifier to its
contents.

s! >4

In other words if z:/ then z! (which we will write instead of the awkward !(z)) is the contents
of z. It can thus be thought of as an evaluation mechanism. The logical constants on terms
are as follows:

ne; o, for each constant symbol ¢ € 7.
o fi 1 imi >, for each n-ary function symbol f € 7.
n+1, ¥'s

Now for the logical constants on formulas:

=R, : §—1i-—...— 11— o for each n-ary relation symbol R € r.
n‘;'s

s=, : i—(i—0)

«=>, : o0—(0o—0)

=", 1 0—0

«V : (f—>0)—o0

However to make things more readable we include all the usual logical constants,
either as new constants (as we do here) or as defined objects, which we do when it comes
to proofs.

s A, : 0 (0—0)
=V, : 0—(0o—0)
«»3 : ({—0)—o0

As our notation suggests we will use infix notation whenever appropriate. Thus
rather than write V (z1)(z2) we will use the more standard notation of £; V z3. These
operations, of course, have analagous versions in the case of boolean expressions. These
tedious duplications are forced by our inability, on the face of it, to have subtypes in the

LF.

« Ry, : i—1i—...— {— b for each n-ary relation symbol of 7.

v

n s

sy : §— (i —b)
e=>, : b—(b—0b)
- T M b—)b

Again to make things more readable we include all the usual logical constants, either
as new constants or as defined objects, whichever is most convenient at the time.

k.
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s Ap 2 b (b—d)
= Vy ¢ b—(b—0b)

The o and b versions of the same operation can be identified at the level of definitions
in the current implementation of the LF. By this we mean that we can use the same symbol
for both variations, commonly called overloading. Although in the current implementation
it is the user that does the overloading not the editor itself. In what follows we will also
- do this, thus we will write £ A y in either of the cases when the operands are of type o or
b. Context will always prevent confusion.

3.2. The While Language

We now add constants that correspond to the constructs of our while language, they
are simply the curried versions of the constructs described in the informal introduction.

=ass : [— ({— w), denoting ass(z)(¢) by z: =¢.

» 8seq : w — (w— w), denoting seq(w;)(w2) by wy ; ws.

»if : b— (w— (w— w)), denoting i£(b1)(w1)(wz) by i£(b1, w1, ws).
» while : b — (w — w), denoting while(b;)(wy) by while(by, w1).

3.3. Hoare’s Triples

The syntax of the Hoare triples is easily taken care of by a single constant.

« triple : o — (w— (0 — h)), denoting triple(o;)(w;)(oz2) by {o1}wi{o2}.

3.4. The Judgements

The following are the judgements of our first version, they correspond to judgement
TRUE or more appropriately provable sentences in the respective classes of expressions.

«bp : h— TYPE
- I""b . b — TYPE
at, : o0o— TYPE

Again we can use the definition mechanism to hide the distinction between these three
judgements. Thus we shall omit the subscript leaving context to do its job.

3.5. The Rules Concerning o

The rules concerning the identification « are straight forward and so we shall not
make any undue fuss. -

ey : gy (Fz)— (Fafz)
coy : gy (Fa(z)) — (F2)
sagg : g...p 5 (Fo(R(zi,...,2,))) = (F Ro(zy,...,2,)) for R € rU{=}.
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soagp : M. Mz (B Ro(z1,...,20)) = (F a(Re(z1,...,24))) for R e ru{=}.

For ease of use it is probably also useful to include, as either new constants or derived
terms, the following:

sos 0 Igyullz,s F (a(xl = 3'2) @z = 32)
sag : Iz F (a(—'Z) L —1&(9:)) )
. a7y ! nr,l:bnb,;b - (a(b]_xbz) L4 (a(bl)xa(bg))) for x € {/\ ,» vV, =>}.

Clearly, given the usual interpretation of the logical constants, c; and oz imply
as,...,cr but the converse, even with the addition of oz and oy is false due to our
inability to force b to be inductively generated by the relevant constants. In this sense it
could hardly be said that we are formalizing the syntax.

3.6. The Hoare Rules and Axioms

We omit the rules of first order logic, the interested reader is refered to [Harper,
Honsell and Plotkin, 1986]. We continue with the rules of Hoare, they are the obvious
analogs of the informal rules given the preceeding setting.

= Ass Hz:lnt:inp:i-—m

 {p(t)}z: = t{p(=)}
. Comp : Ila:ollpiollciolluy:wllwg:w
F{a}wi{d} = + {b}wa{c} — F {a}w1;wa{c}
» If ¢ ILlle,0lles 0l w0 g w
F{er A afe)}wi{es} = F{e1 A —ax(e)}wa{es} — + {er}if(e, w1, wa){ez}
< While : IMLllsollu,e
F{f A ale)}wi{f} —» +{f}while(e,w1){f A —c(e)}

« Con : Ilgolly,.0lls:01ls, 011y, 0

Fai=>a— Fb=>b— F{a}wi{b1i}— F {a}w,{b}

-
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3.7. The Adequacy Theorems

We now state the adequacy theorems for syntax and semantics that should hold in
any successful internalization of Hoare’s logic in the LF. Beginning with the adequacy for
syntax, which is stated for each separate syntactic category. We begin with some notation.
Let I'" be the following context, for m,n € N:

m _ e o .
rn _{yo""“; m-i,zo-l,...,zn.l}.

Theorem (Adequacy for Syntax): In the above LF signature and in the context
' we have the following facts concerning syntax:

I: All well formed long 87 normal forms of type ! are LF variables of type /, and hence
are among the zg,...,2z,. .

i: There is a compositional bijection, r;, between well formed long fn normal forms of
type 1 and terms of the assertion language built up from the set of identifiers Z and
the logical variables 7. '

b: There is a compositional bijection, 7, between well formed long 87 normal forms of
type b and quantifier free formulas of the assertion language built up from the set of
identifiers Z and the logical variables 3.

o: There is a compositional bijection, r,, between well formed long A1 normal forms of
type o and formulas of the assertion language built up from the set of identifiers
(which if they occur must occur free) and the logical variables 3.

w: There is a compositional bijection, r,,, between well formed long 8n normal forms of
type w and the while programs of r built up from the set of identifiers Z and the logical
variables y (which do not occur in the left hand side of any assignment statement).

h: There is a compositional bijection, 7, between well formed long fn normal forms of
type h and asserted programs (i.e. Hoare triples) built up from the set of identifiers
% and the logical variables §. Where again no variable from § can occur in the left
hand side of any assignment statement.

Remarks:

e Actually there is a minor problem in the statement of the result for w and hence
for h. This arises because in the informal description of the while language there is no
distinction between Sp ; (S1;S2) and (So ; S1) ; S2 where as these are quite distinct from
the point of view of the LF internalization. Perhaps the simplest solution to this minor
technicality is to be somewhat more precise in the informal description, incorporating this
distinction there. Thus the second clause in the informal description should be restated
as

2. if S3, 52,53 € W then (S;; S2) € W, and for every boolean :xpression e of 7, we have
that if(e, S1,52) € W and while(e, S;) € W.

e Long 81 normal forms (see [Jensen and Pietrzykowski, 1976] for a definition) have
been chosen, rather than #n normal forms, so as to overcome the difficulty of deciding
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which bound variables may occur in the set of first order formulas built over Z and §.
Since both A-expressions and formulas are only considered upto a-equivalence and also
since V(M) occurs in long fn normal form if M = Az.N where N is of type o we can
define 7,(V(Az.N)) to be Vz7,(N).

Outline of Proof: We begin by defining, recursively, the collections of long 87 normal
forms of, in the context I']', the syntactic categories in question. In what follows N7
denotes these forms for the category =z.

s N*=2z0]|...|2Zn.
s N*=yo|...|ym | ci| N™| fi N™... N for all constants ¢ and s-ary functions
s, -

. 8 times
symbols in 7.

« N*=RyN™...N* | N* =, N* | - N* | NJ* =, N} for any s-ary relation in 7.
(A
& times
« N* =R,N™...N™* | N™ =, N* | = N™ | N™* =, N* | V(\ym41:8.N*11) for
N’

8 ?imeg
any s-ary relation in 7.

« N = NP:= NP | (N2 N7) | i2(N, N2, N) | while(N7, N 7).
« NP = {N}ND{NT}.

The compositional bijections, for each category, are then defined inductively on the
above categories in the obvious fashion. 0]

Now we proceed to the adequacy for semantics. In the case for b and o there is very
little difference between the results here and those stated in [Harper, Honsell and Plotkin,
1986]. The only remark needed to be made is that the identifiers are taken to behave like
constants. Thus we shall concentrate on the novel case of h.

Theorem (Adequacy for Semantics): There is a compositional bijection between
proofs of a Hoare triple {p}S{q} from assumptions rg,...,r, (in the assertion language)
and assumptions {po}So{qo},- - -, {P:}S:{q:} (concerning asserted programs) and well formed
PBn normal forms of type

Fr {p}S{q}

in the above signature and in the context I where
I'=T7 U{wj: Fo rjvit b {p:}Si{a:} ogice0gist,

and I'" is adequate for the syntax of objects involved.

Unfortunately this theorem is false under this internalization, the rule Ass is in fact
erroneous. We give two exaiaples of this failure, one at the level of locations and the
other at the level of LF terms. They are essentially the same example, viewed at different
levels of abstraction, and provide us with two different (though essentially equivalent)
motivations for the solution we shall present. Take 7 to be the language of arithmetic.
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Example 1. In the context
I'={z:, y:1}

we have the following instance of the assignment axiom Ass,

{~(z! = D}y: = 1{~(a! = yD)}.

- Now z and y are simply LF variables that are declared to be of type I. No other assumption
about them has been made. Consequently it is reasonable to assume that they both denote
the same physical location or identifier /. In this case the axiom states that

{‘1(10! = 1)}10. = 1{'1(101 = lo!)},

and since it is reasonable to assume that —(lp! = 1) is a definite possiblity we arrive at a
somewhat unfortunate state of affairs.

Example 2. Suppose I' = {y:l} is the current context and take the following instanti-
ation of the assignment axiom, :

A88(y) (1) (Au.~(y! = u)).

This term inhabits the following type

F{-y!= 1)}_y= = 1{~(y! = yD}.

Which one would have hope was uninhabitable.

The problem in the first example, intuitively, is that

{P(t)}z: = t{P(a!)}

can be false because the assignment z: = ¢ can‘alter the meaning of the predicate AzP(z).
Thus the simplest solution to this problem is to axiomatize the relevant notion of non-
interference. This solution is some sense however hides the source of the problem, since
a casual glance reveals no crucial differences between our interpretation here and the
informal description we began with. There is a crucial difference however because our
version is inconsistent unlike the informal one.

One point that can be made here is that the LF cannot handle meta-variables in the
way they are commonly used in describirg logics. The reason that the inconsistency does
not arise in the informal version is that, in essence, the operator p[t/z] is call by value; it
replaces all occurences of the value of the meta-variable z (which is a variable of r) by the
value of the meta-variable ¢ (which is a term of 7). In contrast to this, substitution in the
LF, ' .

(AzP2))()

takes place at the level of the meta-variables (i.e. the variables of the LF) and not at the
. level of their values. In this sense LF substitution could be called call by name.
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Perhaps a clearer explaination can be given by examining when the two notions of
substitution, 1. p[t/z] and 2. (Az.P(z))(t), coincide and when they differ. To make
the following discussion more readable we omit the bang operator, ! , since neither its
presence nor its absence has any bearing on the phenomenon we are considering. The first
and most obvious difference between these two operators is that they apply to different
sorts of objects. The first form has as its arguments — a formula, a variable and a term.
The second form has as arguments (in the notation of the LF) a function from terms
to formulas and a term. To make this explicit we shall write Subl(p, z,t) = p[t/z], and
Sub2(P,t) = P(t).

One way of unifying the picture is to decompose the first form of substitution,
Subl(p, z,t), into two separate operations. Given a formula p we first form the func-
tion, Az.p, from terms to formulas, we then apply this function to the given term ¢. Thus
we conclude that

Subl(p, z,t) = p[t/z] = (Az.p)(t) = Sub2(Az.p, 1),

hence the first form of substitution can be considered as a special case of the second.

Similarly we can express the second form of substitution, Sub2(P,t), in terms of the
first, but in this case we need a side condition. Sub2(P,t) can be also be decomposed into
two operations. Given P we first obtain a formula by applying P to a new variable z, we
then replace all occurences of this new variable by the supplied term t. By a new variable
we mean a variable that does not occur free in P. This is the same, in the LF, as saying
that the variable does not occur free in VP. In this case we can conclude that

Sub2(P,t) = P(t) = (P(z))[t\ z] = Subl(P(z),z,t) when z¢& FV(VP).

It is imporatant to notice that in the Hoare triple

{P(t)}z: = t{P(=!)}

free occurences of z in P(xz!) are bound by the assignment operator z: = t, this is not
true of those occurences in P(t). Thus in example 2. we have a clear case of a variable
being captured, in the right hand side, during the process of substitution. Thus in one
sense a-conversion should take place. This however would not be in the spirit of Hoare’s
logic, since we want to reason about the identifier z not some a-conversion of it. Thus the
assignment axiom can be correctly stated, informally, as

= Ass ‘ Hm:lnt:inp:i—*o

2@ FV(YP) > F {p(t)}a: = t{p(a)}.

We now put this new found knowledge into practice.
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4. Version Two

The easiest solution to this problem of formalizing the corrected version of the as-
signment axiom is to incorporate syntactic notions explicitly into the theory. We do this
by adding three new judgements concerning non-interference along the lines of [Reynolds,
1978].

«# : l— (I TYPE)
« i : l— (§ — TYPE)
« 4, : !— (o— TYPE)

As per usual we will identify a judgement with the type of its evidence, which in this
case consists of its proofs. The intuitive meaning of the judgements can be explained,
again using infix notation, as follows:

» z#y isinterpreted as meaning that z and y denote distinct identifiers or locations.
As we have already mentioned, because we have no constructors or constants of type
l, terms of type ! must Bn reduce to LF variables.

» zff;it is interpreted as meaning that no assignment to the location denoted by z
effects the value of the term denoted by . This of course is equivalent to saying that
the location or identifier denoted by = does not occur in the term denoted by t.

» zfl,e is interpreted as meaning that no assignment to the location denoted by z
effects the value or meaning of the formula denoted by e. Again this is equivalent to
saying that the location or identifier denoted by z does not occur freely in the formula
denoted by e (Note that it cannot occur bound).

Again we will omit the subscripts in favor of context.

4.1. Non-Interference Axioms and Rules

It is a simple task to axiomatize the above notions, and we present one such here.
s o : Iza =zfe;, for each constant ¢ in 7.
s ﬁl : Hz:lny:l z # y— 3ﬂy!

ooy ¢ Mgilley. . T 3Ilzg  afity — zfits — ... — zfit, — z§f(t1,22,...,ts), for
each n-ary operation in .

. gSR : Ht1 :intgzi see Ht,.:ina::l xﬂtl g xﬂtZ - ... xutn - EﬂR(tl,tg, LR ’tn)» for
each n-ary relation in r U {=}.

- ﬂ4 HE | PN | P xﬁe - .’tﬂ—le
» ﬁ5x : Hc1:oncz:onm:l z“el — zfles — zfler xeq for x € {A » V ’=>}'
[ ﬁﬁ . Hf;;‘—»onm:lny:i (Zﬂy - xﬂf(y)) - zﬁVf

That we have captured the correct notion is expressed in the following proposition.
Its proof is an easy induction.
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Proposition: Suppose that I' = {zo:l, z;:l, 2z;:20 # z;}icr and T (¢ : o). Then the
following are equivalent

1. T'F zo¢
2. FV((}S) C_; {.’t,‘},‘ej.

We should point out that to correctly formalize more complex versions of Hoare’s logic,
for example one in which recursive procedure calls were allowed, it would be necessary to
incorporate the notion on non-interference anyway. Thus in the long run we have not payed
such a high price. The notion of non-interference is a syntactic one, and to axiomatize it
as we have done above relies heavily on the existance of the type . Thus we are provided
with another, perhaps more compelling, reason why the Hoare’s logic variables cannot be
identified with the variables of the LF. The above proof system for non-interference has a
very special property that we shall discuss in detail later. Put crudely if a non-interference
judgement can be proved, then there is, in a strong sense, a unique such proof. But let
us not digress from the immediate problem at hand, namely repairing the inconsistency
in our first version.

4.2. The Axioms and Rules of Hoare Revisited

Using the non interference judgement we can formulate the correct version of the
assignment axiom as follows:

« ASS : MMMy, ziVp— F {p(t)}z: = t{p(z))}

The remaining rules are the same as in the inadequate version and so we do not waste
space repeating them here.

4.3. The Adequacy Theorems Repaired

In this version the adequacy theorem for syntax remains the same, however we modify
the definition of ' so that it includes the assumption that all distinct LF variables of
type ! denote distinct locations or identifiers. Explicitly define I'* as follows

= {yoii,...,ym:,Zol, ..., @nil, 2; 5:%5 # 24, 2] ;2% # Tito<igign
The adequacy theorem for semantics is then identical to the false one in the preceeding
section. The only difference now is that it is true.

Theorem (Adequacy for Semantics): There is a compositional bijection between
proofs of a Hoare triple {p}S{q} from assumptions rg,...,r, (in the assertion language)
and assumptions {po}So{go},. .., {p:}St{g:} (concerning asserted programs) and well formed
Bn normal forms of type

Fr {p}S{q}

in the above signature and in the context I' where

T =T3 U{w;: b, rj v bFn {pi}Si{ei} }ogs<a0<its
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and .
m . oy . . . . * epe. , . ..
Ty = {yoit,..., Um0, %ol ..., 2n:l, 2; j:2; # T4, 2] ;%5 # Tito<i<i<n-

is adequate for the syntax of objects involved.

The fact that there is a compositional bijection depends heavily on the following fact
concerning the non-interference proof system.

. Proposition (Uniqueness): Suppose there are well formed LF terms z, ¢, P and P;
such that

0.I'™*kFz : |
1.T?Fe : o
2.TP Py : zfe,
3. TPFP, : zfe.
Then Py and P; have the same 87 normal forms.

This is important since if there were distinct proofs of a non-interference judgement
then the extra parameter to the Ass axiom would force the mapping to identify different
Bn normal forms.

5. Version Three

The third method of representing Hoare’s logic is to utilize the method of using
judgements to interpret or implement subtypes. In the case of Hoare’s logic there is only
one problematic subtype, that of the boolean expressions b. In this example we introduce
a new judgement QF over o, whose interpretation is that of a formula being quantifier-free.

«QF : o— TYPE

The two program constructions if and while now take a extra argument, namely a
proof, equivalently an element of the QF judgement, that their o argument is quantifier
free. We shall discuss the advantages and disadvantages of this approach after we have
described it fully.

« IF : II..,QF(e) = w — w — w, denoting IF(e)(p)(w1){ws) by if(e, w1, ws),.
« WHILE : II..,QF(e) » w — w, denoting WHILE(e),(w;) by while(e, wy),.

5.1. The Rules of the Judgement QF

Axiomatizing the syntactic notion of being quantifier free, as in the case of non-
interference, presents no problems.

2 QFip ¢ Iy Tl X, QF(R(t1,t2,...,ts)), for each n-ary relation in rU{=}.
= QF; Helzo QF(el) - QF(—'el)
« QFsy @ II,.00L.;., QF(e1) — QF(ez) — QF(erxez) for x € {A, V,=}.
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Just as in the case of the proof system for non-interference, this proof system has the
property (which we will discuss in more detail when we come to the adequacy theorem for
syntax) that proofs are in a sense unique.

Proposition (Uniqueness:) Suppose there are well formed LF terms e, Py and P,
such that

1.T e : o
2.T? Py : GF(e),
3.T™F P : GQF(e).

Then P, and P; have the same 87 normal forms.

5.2. The Rules and Axioms of Third Version of Hoare’s Logic

In this final version the rules need only be modified so as to take into account the
extra argument to the if and while constructs. We state them here in there entirety for
reason of emphasis.

- Hl : Hz:lnt:s'np:i—vo
zfVp — F {p(t)}z: = t{p(z!)}

«Hy Hel:oneg:ones:onwuwnwg:w

F {ei}wi{es} = F {es}wz{es} —= I {e1}ws;wa{es}

« H3 : nc:onel:oHcg:onI:wnwz:wnp:QF(e)

F{exr A ejwi{es} = F {e1 A ~e}wa{ea} — F {e1}if(e, w1, ws)p{ea}

s Hy Hc:onel:onwlzwnp:ﬂl-'(e)

b {e1 A e}wi{e;} = F {e1}while(e, wy)p{—e1}
«Hy He1:oHe'l:oHeg:oHe;:onl:w
Fey=>el = Fehy=>e2— F{e}wi{eh} = F {ei}wi{ez}

5.3. The Adequacy Theorems Revisited

In this third version the only syntactic categories which have changed (other than
the elimination of b) are w and h. Consequently we need only state the adequacy theorem
for syntax for these two categories, since the previous adequacy theorem for syntax is still
applicable to the remaining categories. As before define

m . . oy . . . e . * o . PP
TP = {yoit,. .., ymib, Toil, .. o, Bnil, 20, %5 # T4, 2] 11%5 F# Tito<i<i<n
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Theorem (Adequacy for Syntax): In the above LF signature and in the context
'™ we have the following facts concerning syntax:

There is a compositional bijection between well formed fn normal forms of type w
and the while programs of 7 built up from the set of identifiers Z and the logical
variables y (which do not occur in the left hand side of any assignment statement).

There is a compositional bijection between well formed 87 normal forms of type A
and asserted programs (i.e. Hoare triples) built up from the set of identifiers Z and
the logical variables §. Where again no variable from % can occur in the left hand side
of any assignment statement.

That there is a compositional bijection relies heavily on the uniqueness theorem for
the QF judgement, since if there were distinct proofs then the extra parameter to the if
and while operations would force the mapping to identify different 87 normal forms.

Theorem (Adequacy for Semantics): There is a compositional bijection between
proofs of a Hoare triple {p}S{q} from assumptions ro,...,r, (in the assertion language)
and assumptions {po}So{go},.. ., {P:}St{q:} (concerning asserted programs) and well formed
pBn normal forms of type

Fn {p}S{q}

in the above signature and in the context I' where
P =T U{w;: b, rj, v ba {pi}Si{ei} o< ica0<i<ts

and
m .. oa . B . LI
TP = {yoit,..., ym:%5, Zoil,. .., znil, 2 j:2; # 25, z; ;i Ty # Ti}o<i<j<n

is adequate for the syntax of objects involved.

6. Conclusions

Thus we have presented two distinct versions of Hoare’s logic, both somewhat more
complex than the informal description. The question then arises as to which one is better
or more faithful. In this conclusion we shall try to argue that the third version has the
potential to be the most faithful. If we translate the uniqueness properties for the non-
interference and quantifier-free judgements into properties concerning the search space,
we notice that they assert that these spaces are linear. Consequently it would be desirable
for the LF to provide tacticals which automatically construct the proofs. Note that such
a tactical is no more complex in nature that the already implemented Pi-Intro*, [Griffin,
1987]. It would however be more complex than those found in [Schmidt, 1983]. If this were
the case then both judgements, QF and §, could be hidden from the user. In the case of the
third version this would result in a system almost identical to the informal description.
The only difference being the presence of the type [ and the associated function !. The
third version also exemplifies a useful technique for implementing syntactic subtypes as
judgements rather than distinct types. If the proof system for these judgements have
the uniqueness property, then they have a distinct methodological advantage over the
proliferation of types method.
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- Simple Consequence Relations

Arnon Avron

February 20 1987

1 Introduction

This paper has several purposes. From a very general perspective it aims to help
clarifying questions like: What is a logic? What is a formal inference system?

What are the differences between the usual kinds of formal systems and what is

common to them? Are they the only possible useful ones? What is so special
about the usual connectives and how does one characterize them? etc. At a
first glance these questions seem to have only (?) philosophical interest. Their
practical importance is immediately realized, though, when one is trying to design
a general framework for implementing systems of logic on a computer. This is
exactly what the current Edinburgh LF-system (see [HHP)) is. The present paper
resulted from an attempt to solve basic problems which were encountered while
developing this system. Our point of view is therefore a completely practical
one, and we do not claim to solve the deep problems that exist concerning the
foundations of logic and the meanings of the logical constants.

Another purpose paper, intimately connected with the first, is to suggest
new methods for representing logics, that might make search for proofs, proof
checking and implementation easier. The new notions and representation methods
introduced in it, as well as various characterizations of more familiar ones have
already contributed to the further development of the LF system and I hope it
will be of help for any future effort at the same direction.

Because of the general nature of the ideas discussed below it is very difficult to
trace the origin of each of them or to give credit. Nevertheless, I like to mention
at least the papers [Scl], [Sc2] of Scott, in which the notion of a consequence
relation (of the type dealt with here) was first introduced (as well as many other
important ideas), [Ha], [Be] and above all — ([Gen]). Exactly like Hacking in
[Hal, I see my paper just as a collection of footnotes to this brilliant work of
Gentzen.




2 The Notion of a Consequence Relation

2.1 Axiomatic Systems

Traditionally a “formal system” is understood to include the following compo-
nents:

1. A formal language L with several syntactic categories, one of which is the
category of “well formed formulae ” (wff).

2. An effective set of wifs called “axioms”.

3. An effective set of rules (called “inference rules”) for deriving theorems from
the axioms.

The set of “theorems” is usually taken to be the minimal set of wffs which includes
all the axioms and is closed under the rules of inference.

Systems of this sort have many names in the literature. Here we shall call
them Aziomatic systems (or, sometimes: Hilbert-systems for theoremhood). Un-
doubtly they constitute the most basic kind of formal system and so their impor-
tance cannot be denied. One can argue that in fact all other, more complicated
deduction formalisms reduce to systems of this sort. This is true, though, for every
recussively-defined system. Take for example the wifs in the propositional calcu-
lus. One can regard them as the “theorems” of the axiomatic system in which the
“wffs” are strings of symbols, the “axioms” are the propositional variables and
the “inference rules”- the usual formation rules.! The concept of theoremhood in
systems of the above sort is not sufficient, therefore, to characterize the notion of
a Logic. It is too broad a concept. On the other hand the notion of theoremhood
of wifs is at the same time also too narrow to characterize what a logical system
concerning these wils is all about.

Let as make our last point clearer by a few very simple examples. Take what
is known as Kleene’s 3-valued logic. It has 3 “truth-values”: 1,0 and -1, of which
1 is taken as the only designated one. The operations corresponding to the usual
connectives are: ~a = —a,a Vb = maz(a,b),a A b = min(a,b). Suppose that L is
the language of propositional calculus where the wifs are defined as usual. It is
immediate then that no wif is a theorem of this logic (i.e. there is no wff that gets
a designated value under all assignments). The notion of theoremhood seems to
be vacuous for this logic. One might ask therefore in what sense it is a “logic”.

On the other hand, consider the case in which we take both 1 and O to be
designated. It is easy then to see that a wif is a theorem of the new logic iff it is a

1In some recent systems of typed constructive mathematics this resemblance is taken rather
seriously and both “proposition” and “theorem” are taken as (different) “judgements” so that
there is no significant difference between possible proofs of these “judgements”!



classical tautology. From the point of view of theoremhood there is no difference
between this logic and the classical, two-valued one. But are they really the
same? Obviously not, a major difference is, e.g. , that the “new” 3-valued logic is
paraconsistent: It is possible for inconsistent theory to be non-trivial in this logic.
(it is possible, e.g. , for p and —p to be both “true” while ¢ is “false”).

2.2 Consequence Relations

Both examples above show that sets of “logical truths” are not enough for char-
acterizing logics. The second example indicates that what is really important
is what wffs follow from what theories. Indeed, in modern treatments of logic
? another concept, that of a consequence relation (C.R.) is taken as the most
fundamental concept of logic. Logic might be defined, in fact, as the science of
consequence relations. Unfortunately, the notion of a C.R. has in the literature
several (similar, but not identical) meanings. We shall define first the one which
we are going to use here (which is rather general) and then discuss some possible
reasonable variations.

Definition A consequence relation (C.R.) on a set }° of formulas is a binary
relation - between finite multisets of formulas s.t:

(I) Reflexivity: A A for every formula A.
(II) Transitivity, or “Cut”: if I‘1 F Al,A and A,rz F A, then Pl,rg (o Al,Az

2.3 Remarks and variations

1. We use above the notion of a “multiset”. By this we mean ”sets” in which
the number of times each element occurrs is significant, but not the order
of the elements. Thus, for example, [A, A, B] = [A, B, A] # [A, B]. In this
example we use [-] to denote a multiset. We shall also use “,” for denoting
the operation of multisets-union (so [4, A, B],[A, B] = [4, 4, B, A, B]), and
omit the “[ ]” whenever there is no danger of confusion.

It is more customary to take a C.R. to be a relation between sets, rather
then multisets. This is undoubtly more intuitive and so preferable wherever
possible. We define, accordingly, a C.R. to be regular if it can be taken to
be between sets. There are, however, logics the full understanding of which
requires us to make finer distinctions that only the use of multisets enable us
to make. Examples are: Relevance logics, Girard’s Linear logic and the finite
valued logics of Lukasiewicz (see examples below). It is possible, of course,

2See, e.g. [Sc1],[Ur],[Ga],|Ha).



to go one step further and to take C.R.’s to be between sequences of formulas
(as Gentzen himself did). This, however, will considerably complicate the
transitivity condition (II}, and the need for it seems to be very rare indeed.
We choose, therefore, not to be so general (at least in the present paper).

. We define a C.R. to be a relation between finite (multi)sets. This means
that we are assuming compactness for all the logics we consider. This rules
out many “model-theoretic logics”. Our excuse for this elimination is that
we are primarily interested in formal systems that can (at least in principle)
be computerized. Now effective rules with infinite number of premises are
possible, but the amount of information needed for applying such rules in
any particular case should always be finite. Accordingly, we believe that
any effective presentation of such rules should be within the scope of our
framework. This issue is opened to further investigations, though!

. In most definitions of a C.R. that one can find in the literature there is a
third condition besides the two formulated above. This is the weakening
condition, according to which if I' - A then also (i) ©,T + A and (ii)
I'F A,©. (Some times only condition (i) is demanded, especially when one
is interested only in a single-conclusioned C.R., i.e. if ' F A then A consists
of a single formula). Again, this is a very natural restriction but it fails for
many systems. In fact it fails for every system for non-monotonic reasoning,
as well as some C.R. based on Relevance logics and Linear Logic.

In the sequel, a C.R. which is regular and is closed under weakening will be
called ordinary.

. The above definition of a C.R should more accurately be taken as a defi-
nition of a simple C.R.. In [Ga] there is another requirement: uniformity.
This means that - should be “closed under substitutions”. This condition
involves the inner structure of wffs and so is a little bit vague. Although the
meaning of it is quite obvious in particular cases, it is less obvious how to
define it in general. One might ask: substitutions of what for what? In or-
der to provide a precise definition (and for other reasons as well) one should
define a C.R. to be a ternary relation I' -z A where T and A are as before
and 7 is a finite set of variables of the language. (It is assumed, therefore,
that some of the syntactic categories of the language include special sub-
categories of variables for these categories). For example: Vz¢ -4, ¢(y/z)
intuitively means that for every formula ¢ and any individual term ¢ which
is free for z in ¢, #(t/z) follows from Vz¢. The use of this general notion
of a C.R. requires extending the cut condition to some version of resolution
(i.e.: unification should be incorporated), and it involves delicate problems



concerning substitutions. We prefer therefore to postpone treating these
problems to the second part of this paper, and here we treat only simple
C.R’s.

3 Some Examples of Abstract Consequence Re-
lations

3.1 Classical Propositional Logic

Truth: ® A,,...,A, F¢ By,..., By, iff for every valuation which makes all the
A;’s true makes one of the B;’s true as well.

Validity: 4 Ay,..., A+, By,...,Bn, iff any substitution of sentences for atomic
propositional sentences which makes all the A;’s tautologies does the same
to one of the B;’s.

Reduction: Al,...,An |"‘,- Bl,...,Bm iﬁA]J\Az/\"‘/\An — B1VBzv"'VBm
is a tautology.

If we limit ourselves above to the case m = 1 we get the single-conclusioned
counterparts of these three C.R.’s. It is not difficult to see that in this case
all three are in fact identical. In the multiple-conclusioned case, however, the
“validity” C.R. differs from the other two, and is the minimal C.R. which extends
the single-conclusioned one.

3.2 First-order logic

Let Ay,..., A, and B be formulas of some first-order language L (i.e. they may
contain free variables).

Truth: A,,...,A, F; B iff B is true in every model relative to any assignment
which makes all the A;’s true.

Validity: A;,...,A, , B iff B is valid in any model (for L) in which all the
A’s are valid (by “valid” we mean: true relative to all assignments).

The above are examples of two important single-conclusioned C.R.’s which are
frequently associated with first order logic. Unlike the propositional case, they are
not identical. Vzp(z) follows, for example, from p(z) according to the second, but
not according to the first. On the other hand, the classical deduction theorem

Sthe name “Truth-functional” might, perhaps, be better.
4the name “Tautological” is also possible.



holds for the first but not for the second. The two consequence relations are
identical, though, from the point of view of theoremhood: +, A iff ; A (and
in fact if all formulas of I' are closed then ' -, A if T I, A). Both C.R.s
defined above can be extended to multiple-conclusioned C.R.’s in more than one
interesting way, but we need not go into the details.

3.3 Propositional Modal Logic

Truth: Ay,...,A, I, B iff for any frame and for any valuation in this frame, B
is true in every world in this frame in which all the A;’s are true.

Validity: Ay,...,An, F, B iff B is valid (i.e. true in all worlds) in every frame
relative to any valuation which makes all the A4,’s valid.

Again we consider here two important single-conclusioned C.R.’s. The situation
concerning them is similar to that in the previous case: A, 0A but A i/, D A.
The deduction theorem obtains for I; but not for -, . Again the two C.R.’s are
identical as far as theorems are concerned.

3.4 Three-Valued Logic

Assume again a propositional language with the connectives —,V,A. Let corre-
sponding operations on the truth-values {-1,0,1} be defined as in section 2.1. We
define now 5 different C.R.’s based on the resulting structure. In these definitions
v denotes an assignment of truth values to formulas which respects the operations,
I'= A]_,...,Am and A = Bl,...,Bn.

KI: Tk A iff v(B;) = 1 for some 1 or v(4;) € {—1,0} for some j.
Pac: T Fpq. A iff either v(B;) € {1, 0} for some ¢ or v(A4;) = —1 for some j.
Lt: T Fr A iff for some i,j v(B;) =1 or v(4;) = —1 or v(B;) = v(4,) = 0.

Sob: T' Fse A iff either v(B;) = 1 for some ¢ or v(4;) = —1 for some j or
v(4s) = v(B;) = 0 for all i, 5.

Luk: T Fru A iff either v(B;) = 1 for some i or v(A4;) = —1 for some 5 or at
least two formulas in I', A get 0 (under v).

Notes:

1. gy corresponds to taking 1 as the only designated value, and so it is the
obvious C.R. defined dy Kleene’s 3-valued logic. As remarked above, it has
no theorems.




2. Fpqc corresponds to taking both 1 and O as designated. As noted above,
it has the same set of theorems as classical propositional calculus, but it is
paraconsistent (P,—P l/p,. Q).

3. Ay,..., Ap b By,y..., By iff for every v, v(A; A A3 A ... A A,) < v(B V
B, V...V B,). This C.R. also has no theorems. In fact if ' -z, A then both
I and A are none-empty.

4. Ay,...,Apbsp Biff Ay — (A3 — ... = (4, — B)...) is valid when —
is defined as in Sobocifiski 3-valued logic, (See [Sob] or [AB], pp. 148-9).
Moreover, A1,...Apn Fsop Biy...Bp iff Frag, A1 — (A2 — ... = (A —
(Bi+...+By))...) %, where RM; (the 3-valued extension of RM- see [AB]
or [Du]) is the strongest in the family of logics created by the Relevantists
school. Weakening fails for this C.R. on both sides (this is our first example
of this sort!).

5. Ay...,Ap Fru Biff Ay - (42 —» ... - (4, — B)...) is valid in
Lukasiewicz three-valued logic. (using negation, it is easy to give a cor-
responding interpretation for every sequent). Its main property is that
contraction fails (on both sides). It is therefore completely necessary to
work with multisets within this C.R. .

6. The classical C.R. (our first example) can also be characterized in the
present framework by : T I A iff for every v either v(4;) = —1 or v(B;) = 1
or at least one formula in I' U A gets 0 (the proof of this claim uses known
proof-theoretical reductions). Note that this C.R. is not the union of Fg;
and Fp,. For example, if we takeI' = {CV~-P,PVR},A = {C,S,RA-S}
then classically I' - A, but this is not the case if we interpret - as either
}—Pac or I”Kl !

All the consequence relations described above were defined in abstract terms,
using semantics. The rest of this paper is devoted to various methods for syntac-
tically characterizing consequence relations. It is possible, of course, for a C.R. to
be defined directly in syntactical terms, and often this is (or was) the case. Thus,
the two kinds of modal C.R.’s given above were in use (at least for important
special cases) much before the above semantic description was known!

5A+Bd=ef—nA-—+B. Bi+---+ B, 9! | in case n=0.



4 Classification of C.R. according to their Basic
Connectives

Our main object in this section is to provide a syntactical characterization of some

-propositional C.R.’s in terms of the connectives which are definable in them. We
examine for this purpose two classes of connectives which are important in the
present framework and see what rules they should obey. All these connectives and
rules will be found to be quite familiar. (In fact, the set of primitive connectives
of practically any seriously investigated logic forms (more or less) a subset of the
set of the general connectives introduced below). We then use these connectives
for characterizing several well-known logics.

4.1 Intensional connectives

The main group which we discuss is that of intensional connectives relative to a
given C.R.. They can be characterized as connectives that enable one to transform
a given sequent to an equivalent one which has a special required form. By
“equivalent” here we mean just that one sequent obtains iff the other does (but
in most important cases it can be interpreted in a much stronger sense).

In what follows assume I to be a fix C.R., all riotions defined are taken to be
relative to I-.

Intensional Disjunction: We call a binary connective + an intensional disjunc-
tion if for all T, A, A, B:

'FA,A,B if THFA,A+B .

Intensional Conjunction: We call a binary connective o an intensional con-
junction if for all T, A, A, B:

I',A,B-A iff T, AocBFA .

Intensional Negation: We call a unary connective — a right intensional nega-
tion if for all T, A, A:

I'AFA iff THA-A.
We call a unary connective - a left intensional negation if for all T, A, A:

THA,A iff T,—AFA.

Since - is a right intensional negation iff it is a left one, we therefore use
the term sniensional negation to mean either.
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Intensional Implications: We call a binary connective — a weak intensional

implication if for all A, B:
A+-B iff HFA—B.
We call a binary connective — an intensional implication if for all T, 4, B:

T,A+B if TFA—B.

We call a binary connective — a strong intensional implication if for all
I'A,A,B:
F''ArA,B if THFA,A— B.

Intensional Truth: We call a 0-ary connective T an intensional truth if for all

T, A:
T'HFA if T,THA.

Intensional Falsehood: We call a 0-ary connective | an intensional falsehood

if for all T', A:
TFA if THA,L.

Proposition: The following are immediate consequences of the above defini-

tions:

1.

If - has a (primitive or definable) intensional disjunction then any sequent
I' F A such that A is not empty is equivalent to a sequent of the form:
I' F A. If I has also an intensional falsehood then this is true for any
sequent.

- If - has a (primitive or definable) intensional conjunction then any sequent

I' F A such that T is not empty is equivalent to a sequent of the form:
Al A. If - has also an intensional truth then this is true for any sequent.

If F has intensional disjunction, conjunction, falsehood and weak implica-
tion or intensional disjunction, implication and falsehood then for all T,A
there is A such that T | A is equivalent to - A. Problems concerning such
consequence relations can therefore be reduced to problems about theorem-
hood of formulas. -

If - has a right (left) intensional negation then any sequent is equivalent to
one in which the left (right) hand side is empty. If in addition it has also
an intensional disjunction (conjunctxon) then every non-empty sequent is
equivalent to one of the form - A (A ).

. If I has a strong implication then every sequent in which the right-hand

side is not empty is equivalent to one with the left-hand side empty.
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4.2 Characterizing the Intensional Connectives by Gentzen-
Type Rules

In the previous subsection we have introduced several intensional connectives.
Their definition can be split into two rules that are the converse of each other. In
each case one of the two rules does not have what Gentzen has called “the sub-
formula property”. In this subsection we describe a uniform method for deriving
rules with the subformula property which characterize the same connectives. All
the rules we shall find are quite standard in Gentzen-type systems. As an exam-
ple, we treat the case of strong implication in detail. We then list the rules which
are obtained for the other connectives by using the same method.

The definition above directly entails that — is a strong implication iff I is
closed under the rules:

T,AFB,A THFA—- B,A
'trA—- B,A I'SAF B,A

The first of these rules already has the subformula property. The second does
not. In order to find an appropriate substitute for it we use the reflexivity and
transitivity of I-. The reflexivity condition, applied to a formula with — as the
principal connective yields:

A—-BFA—B.
Hence the second condition above implies that:
A A—- B}l B.

Taking A — B to be the principal formula in the last sequent, we proceed next
to eliminate the others using cuts. Suppose, accordingly, that T'; + Ay, A and
B,T2 - A;. Then two cuts of these two sequents with the last sequent above
result with I';,T'2, A — B F A;, A;. We obtain, therefore, that in order for — to
be a strong implication relative to I this relation should be closed under the rule:

'hFA,,A B, T.F A,
I‘l,I‘z,A — B Al,Az )
Conversely, the closure of I- under this rule implies the provability of A, 4 — B
B,and soif ' A — B, A thenalsoT', A+ B, A (using a cut).
By using the same analysis we get the following
Proposition: '

1. — is a strong intensional implication iff |- is closed under the rules:
T,AF B,A I'hFA,,A B,TF A,
'-rA—-B,A T, I';,A— BF A A, °

Similarly we can show:
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2. + is an intensional disjunction iff I is closed under the rules:

'HA,B,A AT;FA, B,[T,}A,
THA+B,A I',T:0 A+ Bl Ay A,

3. o is an intensional conjunction iff I is closed under the rules:

I'+-A;,,A T:-A;,,B T,ABFA
I‘l,rzi‘AhAz,AOB F,AOB"A.

4. — is an intensional implication iff - is closed under the rules:

I'A- B 'iFA,,A B, T3FA,
T'HA— B I‘I,I‘z,A'—)Bl_A]_,Az )

5. L is an intensional falsehood iff |- is closed under the rules:

'A

A, L Lk

6. T is an intensional truth iff I is closed under the rules:

TFA

kT T,TFA '

7. The following conditions are equivalent:

(a) — is an intensional negation.

(b) - is a right intensional negation.
(c) — is a left intensional negation.
(d) F is closed under the rules:

ATFA TFrAA
TFA,-A -ATFA"

The following observations are immediate from these characterizations. They are
familiar facts about the connectives of classical logic. The foregoing discussion
and the examples at the end of this section show, however, that they are not
peculiar to classical logic or to truth-functional connctives.

o If has an intensional negation - and an intensional disjunction + then (as
in classical logic) it also has intensional conjunction and strong implication,
defined by —(—A + —B) and ~A + B respectively. Similar results obtain
if - has an intensional negation and either an intensional conjunction or a
strong intensional implication.
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o If - has a strong intensional implication — and an intensional falsehood L
then it also has an intensional negation, defined by A — L.

o If - is closed under weakenings and has theorems (i.e. formulas A such that
k- A), then each of these theorems is an intensional truth. (For having
theorems it suffices, e.g. that I has a weak intensional implication, since
then A — A is a theorem for every A.) If such I has also an intensional
negation then the negation of each theorem is an intensional falsehood.

4.3 The combining connectives

The function of the intensional connectives is to enable certain operations on a
single sequent in order to transform it to some desirable form. We now study
connectives that have a different function: To enable the combination of two
sequents into a single one. one which contains exactly the same information as
the original two.  In the list above of the rules for the intensional connectives
there are, of course, rules that take two sequents and return a single one. The
resulting combination is not reversible, though: the premises cannot always be
recovered from the conclusion. Indeed, one cannot expect the ezact combination
of any two sequents always to be possible. It ts possible, though, in one important
case: When the two sequents to be combined are identical in all formulas except
perhaps the two that are actually connected by the combining connective. Now
there are three possible positions that these exceptional formulas might occupy
and according to them we get the following three combining connectives:

Combining Conjunction: We call a connective A a combining cdnjunction iff
forallT,A, A, B:

THA,AAB iff THA,A and TFA,B.

(In this case both exceptional formulas are succedents).

Combining Disjunction: We call a connective V a combining disjunction iff
forallT,A, A, B:

AVB,TFA if ATFA and B,TFA.

(In this case both exceptional formulas are antecedents).

SThe connectives we discuss are usually called “extensional” by the relevantists, while Girard
calls them “additive” (see [Gi]). We find the term “combining” more suggestive.
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Combining Implication: We call a connective D a combining implication iff
forallT,A, A, B:

ADB,T+HA if TFHA,A and B,TFA.

(In this case the exceptional formulas are on different sides of I).

The choice of these three connectives was guided by tradition. Obviously, there
are three other possibilities. Thus we could characterize the “Sheffer stroke” by:

T,AIBFA iff THFA,A and TFA,B.

It is not difficult, indeed, to carry the analysis below to either this connective
or to the others. We shall be satisfied, though, with the above three. (Note,
by the way, that if an intensional negation is available then the existence of one
combining connective entails the existence of the rest).

By using exactly the same method we have above applied for investigating the
intensional connectives we can now show:

1. V is a combining disjunction iff I is closed under the rules:

THAA THA,B ' ArA T,BFA
'-A,AvVB TFA,AVB ', AvBt A

2. A is a combining conjunction iff I is closed under the rules:

T,AFA T,BFA THFAA TFA,B
T,ANBFA T,AABFA TFA,AAB

3. D is a combining implication iff I- is closed under the rules:

T,AFA THA,B 'A,A B,TFA
TFA,ADB TFA,A>B TFA,ADB

It is easy to see that relative to an ordinary C.R. (i.e. regular and closed under
weakenings) a connective is a combining disjunction (conjunction, implication)
iff it is an intensional disjunction (conjunction, strong implication). This is not
the case in general, though, as the examples of Linear Logic and Relevance Logic
below show.

13



4.4 Characterization of some Known Logics

As the title suggests, we shall try to use the various notions introduced so far for
characterizing several well-known logics. We shall examine these logics according
to three criteria:

e Regular or not.
e Closure under weakening.

o The intensional and combining connectives which are available in them.

“Multiplicative” Linear Logic: 7 This is the logic which corresponds to the
minimal C.R. which includes all the intensional connectives (half of them
will do, of course). It is possible to delete the intensional truth and false-
hood to get the minimal C.R. which includes the others. (The system is
conservative with respect to this fragment). In both versions the system is
neither regular nor closed under weakenings.

Propositional Linear Logic (without the “exponentials” and the propositional
constants T and F): This is the minimal consequence relation which con-
tains all the connectives introduced above. Again— it is neither regular
nor closed under weakening. It is important to note that its intensional
connectives behave quite differently from its combining ones!

R~ -the Intensional Fragment of the Relevant Logic R: 8 This corresponds
to the minimal C.R. which contains all the intensional connectives (the in-
tensional truth and falsehood are again optional) and is elosed under con-
traction. It is still not regular since the converse of contraction (and so
also weakening) fails for it. (A word is in order here of what C.R. asso-
ciated with R~ we have in mind, since there is more than one candidate.
The answer is: that which the standard Gentzen type formulation of this
system defines. An equivalent definition is: A;,...,A, Fg. Bi,..., B, iff
Ay — (Ay —» ---(An = By +---+ By)...) is a theorem of this system,
where A+ Bis~ A Band (A, — B;+---+ B,,) is ~ A, in case m = 0.
The last interpretation is the one we have in mind also with respect to the
other systems in the Relevance/Linear family).

R! without Distribution: This corresponds to the minimal C.R. which con-
tains all the connectives which were described above and is closed under
contraction. 1 and T are again optional.

see |Gi].
8See [AB] or [Du].
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RMI-~: ® this corresponds to the minimal regular C.R. which contains intensional
negation, disjunction, conjunction and strong implication.

RM.: 1° This corresponds to the minimal regular C.R. which includes all inten-
sional connectives described above.

In contrast to Linear Logic and R~, RM-~ is not a conservative extension of
RMI-. This means that the addition of the intensional truth (or falsehood)
to RMI~, forces new sequents in the language of this system to obtain. The
reason is that the intensional constants bring with them part of the power
of weakening. This happens to be harmless in the context of Linear logic
and R, but together with the converse of contraction, (which is available, of
course in every regular C.R. but can also be taken as a very special case of
weakening) it causes sequents like A, B => A, B to be provable. This is true -
in fact for every regular C.R. which has an intensional implication: Starting
with = T, T, two applications of (—=>) give T — 4,7 — B = A, B. But
since T,A => A is provable,so are A=> T — A and B = T — B. Hence
two cuts give A, B = A, B (In order to get a cut-free representation of this
system it is necessary to add the following “mingle” rule: from 'y = A
and 1‘2 = A2 infer 1‘1, 1"2 = Al, Az)ll.

RM* without Distribution: 12 This corresponds to the minimal regular C.R.
which has all the connectives described above. It is not closed under weak-
ening. Again, the intensional constants here are optional.

Classical Propositional Logic: This of course corresponds to the minimal or-
dinary C.R. which has all the above connectives. Needless to say, there is no
difference in it between the combining connectives and the corresponding
intensional ones.

Intuitionistic Logic: It is a common belief that the main difference between
classical and intuitionistic logic is that the later is essentially single-conclusioned
while the former is essentially multiple-conclusioned. (The origin of this
belief is the way in which Gentzen has formulated his sequential version of
intuitionistic logic. That version differs from his formalism for classical logic
only by limiting sequents to have at most one formula in the succedent.)
Assuming for a moment this belief is true, it is straightforward to define

“see [AB] pp. 148-9 and [Av1].
10This is the intensional fragment of the system RM? (see [AB] or [Du]). Without the propo-
sitional intensional constants this is Sobocinski 3-valued logic (see 2.4 above), also called RM T f.:
in [Av1].
11For a proof and for more information about this system see [Av2]. "’
12gee [AB] or [Du].
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for the single-conclusioned case the notions of a regular and an ordinary
C.R., the combining connectives and the intensional conjunction, implica-
tion, truth and falsehood (but not strong implication!). It is easy then to
see that:

The usual single-conclusioned C.R. associated with intuitionistic
logic is the minimal ordinary single-conclusioned C.R. which has
intensional implication and falsehood and combining disjunction
and conjunction.

We proceed now to offer what we believe to be a deeper analysis, in which
we need not treat intuitionistic logic differently from the other logics we
have considered so far. What we seek therefore is a multiple-conclusioned
conservative extension of the above single-conclusioned C.R., which has the
same types of basic connectives. The unique solution to this problem is easy
to find once we recall that for ordinary C.R. a combining disjunction is also
an intensional one. Accordingly, we define:

A1y-.-yAp brpe By,..., By, iff there is a proof of B;v---V B,
from A;,..., A, in one of the usual formalisms for intuitionistic
logic.

It is easy now to see that:

F 1t is the minimal ordinary C.R. which has intensional disjunc-
tion, conjunction, falsehood and implication. 13

It is illuminating to compare this to the following possible characterization
of classical logic:

The standard C.R. associated with classical logic is the mini-
mal ordinary C.R. which has intensional disjunction, conjunction,
falsehood and strong implication.

According to these two characterizations classical and intuitionistic logic differ
mainly with respect to their mplication connective, while their disjunctions are
the same! Indeed, it is easy to show that exactly the same sequents which involve
only V,A and L are valid in both (note that there are no theorems, i.e. sequents
of the form I A, among these sequents!). There is however another crucial differ-
ence between the two logics that is somewhat hidden in these characterizations:

13This characterization corresponds to Maehera’s multiple-conclusioned, cut-free Gentzen-type
formulation of Int. logic which appears in ch. 1 of [Tak].
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Intustionistic logic does not contain any intensional negation: There is no sen-
tence N(p) in the {V,A,—, 1}-language (in which only the atomic formula p
occurs) such that p, N(p) - and - p, N(p) are both valid. (This is an immediate
consequence of the disjunction property of I-;,;). The usual definition of —A as
A — 1 works well when — is a strong implication (as is in the classical case) but
" not otherwise. This fact might explain why the rules for negation look so nasty
compared to the other rules in the context of intuitionistic natural deduction,
and why authors like Prawitz and Schroeder-Heister prefer to take 1 rather than
negation as a primitive connective of intuitionistic logic. 14

4.5 On the Meanings of the Propositional Connectives

There is a long tradition, originated already in Gentzen ([Gen]), about the in-
troduction and elimination rules of Natural Deduction as providing the meanings
of the propositional connectives. The famous [Pri] has forced the followers of
this tradition to be more careful about this issue, and so today the emphasis
is usually put on the tniroduction rules as those which define the meaning of a
connective. Concerning the elimination rules the general principle is taken to be
that one should not be able to get more out of a formula than the introduction
rules can put into it. This principle was used, e.g., by Schroeder-Heister in [SH]
for developing an explicit method for deriving the (unique) elimination rule for a
connective from the corresponding set of introduction rules. 1%

This all is very nice. Unfortunately, it does not seem to work beyond the realm
of intuitionistic logic. A particularly important connective that seems to escape
this type of characterization is the negation. One illuminating fact about it in this
respect is that intuitionists usually raise the above principle to attack the excluded
middle, why relevantists (like Dunn in [Du] p. 152) use it for justifying their
rejection of the disjunctive syllogism. Neither the intuitionists nor the relevantists
reject both laws, though.

The intuitionists usually try to avoid the problem of characterizing negation
by introducing instead as primitive a (quite artificial) constant for intensional
falsehood, and then defining (even more artificially) negation as A — 116, As we
show above, this might work well in the context of elassical logic, but in no way
defines an appropriate negation in the intuitionistic case (nor is there any other
way of defining a decent negation in the context of intuitionistic logic).

14See [Pra2] and [SH].

15For more explanations about this tradition—see [Sud2] and the extensive literature cited
there.

16 should admit that I do not believe that in an ordinary discourse, when someone denies
something, he means that what he denies implies “der false”. ..
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The present paper suggests another method of taking rules as defining the
meaning of connectives. It had the following two main properties:

o The meaning of a connective is always something which is relatsve to some

C.R..

o What defines a connective is not a set of “introduction rules” but a single
rule which is reversible.

The reversible rule which defines a connective might introduce it in either
of the succedent or the antecedent of a sequent. In the first case it usually
corresponds to an “introduction” rule of N.D., in the second—to an elimination
rule. There is no priority therefore, at least in this context, to introduction
rules over elimination rules. Indeed, the combining disjunction, for example, is
characterized by what is usually taken as the elimination rule for disjunction.
(We are prepared to argue, in fact, that actual uses of disjunctions are usually
made when one wants to infer something from them without being in a position
to assert either of the disjuncts!)

5 Uniform Representations of C.R’s

The notion of a C.R., as defined in the first section and exemplified in the second
is an abstract one. We have seen above several ways, semantical as well as syn-
tactical, of defining or characterizing C.R.’s. However, in order to use a certain
abstract C.R. in practice one needs a concrete way of representing it. This is
usually done by using a formal system 7. There are two basic demands that such
representations of a C.R. |- should meet. These are:

Faithfulness: If the representation can be used to show that T' - A then this is
actually the case.

Effectiveness: If someone uses the representation to show that I' - A then it
can mechanically be checked that he really does so.
There is also a third property that we would like an adequate representation
of I to have, but is not always achievable:

Completeness: Whenever T' - A the representation can be used to show this.

Note: If we accept Church’s thesis, then the effectivity demand means that the
set of of sequents that can be shown to hold by a formal representation is an r.e.

7In fact, Hodges ([Ho],p.26) defines a formal system ( or a “formal proof calculus”) to be “a
device for proving sequents in a language L.”

18



set. Completeness can in principle be achieved, therefore, only if the represented

C.R. is r.e.. Otherwise we can only expect a partial representation.
| As was emphasized several times above, we understand a C.R. I to be an
abstract relation, and so whenever we write a sequent I' A this is a meta-
claim about . Now it is important to realize that while dealing with a C.R.
I the premises of a sequent are no less important than the conclusions. A full
representation of - should reflect this. Hence it should include in its language
a formal counterpart “I' - A” for each T' I A, so that officially the system can
show that ' - A iff “T'  A” is derivable in it. Obviously, the most direct
way of achieving such a formal counterpart for each abstract sequent is to have
in the formal language a formal symbol which directly corresponds to . We
shall use henceforth “=” to denote such a symbol, reserving “-” to denote (in
the metalanguage of our discussion) the represented C.R. 18, Accordingly we
shall call creatures of the form I' == A “formal sequents”. In order to unify
our treatment of the usual various formal systems, we shall assume below that
such a formal symbol alway exists. If officially it does not, then this assumption
means at- worst that we are considering an eztended language in which it does,
and an eztended formal system in which the connections between the old one
and I are made a part of the formal machinery (while in the original system
they should be explained in the meta-language). For example, an explanation in
the metalanguage of the form: “A;,...,A, F B iff there is a proof of B from
4A;,...,A,” will be translated (in the extended system) to: “From a formal proof
of B from A,,...,A, infer A;,..., A, = B”. (formulas, formal sequents and
proofs (in the original system) of formulas from other formulas will all be formal
objects of such an extended formal system, possibly with different types!) This
might look a little bit complex, but it is absolutely necessary (in some form or
another) for a real full representation (that can, e.g. be computerized). Anyway,
in the usual cases a much simpler translation will be provided below. It will allow
us to regard Hilbert-type systems for provability, natural deduction systems and
Gentzen type systems all as aziomatic systems (see 1.1) in which the “theorems”
are formal sequents.

5.1 Using Axiomatic Systems for Representations

The oldest way of representing a C.R. - is by using an axiomatic system (see 1.1)
which have the same language L (i.e. the same well- formed formulas) as . Now
axiomatic systems are designed to prove theorems, and so they can be used only
indirectly for representing C.R.’s . There are two main methods for doing this:

181t is also customary to use |= for the C.R. and |- for its formal counterpart.
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The Interpretation Method: One defines a correspondence between sequents
of L and sets of wifs of L so that I" - A iff at least one of the sentences of the
corresponding set (or perhaps all of them) is a theorem of the corresponding
axiomatic system. Usually, the corresponding set is just a singleton, and so
every sequent is translated into some formula of the language. Such a trans-
lation is straightforward if - has the needed intensional connectives. This
was really the case for all the logics that were investigated in previous stages
of the development of mathematical logic (like classical and intuitionistic
logics) and so it suffices at these stages to concentrate on the notion of theo-
remhood while doing logic. An interpretation using intensional connectives
has the property that the interpretation of the formal sequent = A is just
A. This should not always be the case, though. A famous example for this is
Godel interpretation of classical logic within intuitionistic logic. An example
in which the interpretation does not use just singletons may be provided by
the intuitionistic pure implicational C.R.. Here A;,...,A, } By,..., B, iff
for some i, Ay — (A2 — ... — (A, — B;)...) is a theorem (of intuitionistic
logic).

The Extension Method: Here we say that A;,...,A, F B iff B is a theorem of
the axiomatic system which is obtained by adding 4,,..., 4, to the axioms
of the given one. This second method is the origin and the prototype of
what is known as Hilbert-type systems. In the next subsection we shall treat
this type of systems in detail. For the time being let us just mention two
properties of every C.R. - that can be represented using this method: First,
such a C.R. is single-valued. Second, it is what we call above ordinary, i.e:
closed under weakenings (on the left) and relates sets (rather than multisets)
of formulas.

5.2 Hilbert Type Representations

If one uses an axiomatic system AS together with the extension method in order
to show that A,;,...A, F B than one should provide a proof of B in the new
axiomatic system AS + {4,,...4,}. Of course, we do not seriously mean that
we are using an infinite number of new axiomatic systems. We just use one which
each time is (temporarily) augmented by a finite number of axioms in order to
derive some sequent. If we want both to make this explicit and to unify our
handling of this “infinite number” of axiomatic systems, then we should work
directly with formal sequents. What we get is the following aziomatic system for
sequents:
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Axioms:

1. A= A for every A.

2. = A wherever A ié an axiom of AS.

Rules:

'=> A4

'A—,IT';—A- (wea.kemng)

Fiy=A4,....,T,= A,
I'y,...T'n=B

. where

is (an instance of) a rule of AS.

The main fact to note concerning this sequential system is that all the “ac-
tivity” is made on the right-hand side of the =. Besides the structural rule of
weakening and the axioms which reflect the reflexivity condition— the set of wifs
on the left-hand side of a conclusion of a rule is always the union of the left-hand
sides of the premises. This is, in fact, the main thing that is common to all
“Hilbert-type formalisms” that can be found in the literature. Accordingly we
can define this kind of formalism quite generally as follows:

Definition: A Hilbert-type system for consequence in the language L is an ax-
iomatic system the “formulas” of which are formal sequents of L and:

1. The axioms includes A = A for all A. All the other axioms are of the form
= A.

2. With the possible exception of cut and weakening, the set of formulas which
appear on the left-hand side of a conclusion of a rule is the union of the sets
of formulas which appear on the left-hand side of the premises. (We shall
call this property the left-hand side property ).
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If we take axioms as rules with O premises then Hilbert representations can be
characterized as those systems which have besides the basic reflexivity and tran-
sitivity rules only structural rules and/or rules with the left-hand side property.
It is important to realize in what ways does this definition of a Hilbert-type
. representation really generalizes from the above Hilbert-type system which was
derived by the extension method. There are, in fact three new issues involved:

e The above system was ordinary. In the general case we deal, however, with
multisets. We have not demand, though, that the multiset of formulas on
the left-hand side of a conclusion should be the multiset unsion of the Lh.s.
of the premises. We require these multisets only to be identical as sets. This

ules lik
allows for rules like T4 TFB

T'AAB
(which characterizes the combining conjunction and are important in the
context of, e.g., linear and relevance logics).

e The.system above has the property that whenever its rules allow (for some
A,Ty,...,T;) the inference of A = B from I'y = A4,,...T, = A, then for
all T...,T, we may infer I'{,...,T}, = B from I'} = A;,..., T, = A,.
We shall call Hilber type systems with this property pure . In such systems
we can just take all these inferences to be instances of the schema:

Aj... A,

—5
Obviously pure systems are the most frequent type of systems that one
finds in practice. As we shall see, this is true also for natural deduction and
Gentzen- type systems, so we delay the discussion of this crucial property
until we have it defined also for the other types of systems. For the moment
let us give only one quite famous example of an impure system. Take some
normal modal logic with the associated truth C.R. (see 2.3). A standard
Hilbert-type representation will have some axioms and the following two
general rules of inference:

I''h=A4 I'r==A— B
I'h,I's= B
= A
= 0A°

The first one (M.P) is pure %, the other is not. Hence this Hilbert-type
system is impure. (The material-implication — of S4, say, is an intensional

191t should be clear from the definition above what the definition of a pure rule is, and so we
omit it here and elsewhere.
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strong implication relative to this C.R. and so it is quite common to repre-
sent this C.R. by using the interpretation method, applied to the standard
axiomatic system for S4-theorems).

e In the general definition of a Hilbert-type system we allow cut to be one
of the primitive rules. This is unnecessary for pure systems, since they are
always closed under this rule (this can easily be proved by induction on
the length of the proof of that premise of the cut in which the cut formula
occurrs on the left). It is true also for many impure systems, like that
for modal logics described above. This might explain why the cut is never
discussed in the context of Hilbert-type systems, and I believe that this
state of affairs should be taken as normative: A reasonable Hilbert-type
formalism should always allow cut-elimination.

Hilbert-type systems, as defined above, always represent a single conclusioned
C.R.. There is nothing in the discussion above that depends on this feature,
though. A natural generalization will be, therefore, to remove this limitation and
to allow multiple-conclusioned Hilbert-type systems. (In the last section we shall
present a practical use of such a system.)

Remark: It is a common belief that Hilbert-type systems have only to do with
provability, not with deducibility. ?° Sometimes this belief is expressed just be-
fore the author proceeds to prove a deduction theorem about deducibility in some
Hilbert-type system...The reason for this belief are partially historical: In the
past logicians happened to be interested mainly in proving logical theorems and
used for this Hilbert-systems for theoremhood, i.e. axiomatic systems. Thus most
textbooks about modal logics present them as axiomatic systems and are quite
confused about what amount to a deduction from assumptions in them. This
confusion is due to the fact that there might exist more than one reasonable way
to define a C.R. which is compatible with a given axiomatic system (i.e.: has the
same set of theorems). The pure one, obtained by the extension method, is al-
ways a candidate, but they might be more. We have seen already the example of
the impure Hilbert-type representations of the truth C.R. in normal modal logics
(the pure extension, by the way, corresponds to the validity C.R.), and we shall
see more below. What makes this phenomenon possible is that in Hilbert-type
system a proof of a sequent => A always consists of sequents with the same form.
This allows for a certain degree of freedom while deciding what other sequents
should be taken as valid!

20gee, e.g., [sudl] pp. 134-5.
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5.3 Natural-Deduction Representations

The next type of formal systems that we are about to examine is natural- deduc-
tion . We start with a very general definition of this type of systems which closely
resembles that given above for Hilbert-type formalisms:

Definition: A Natural-deduction system in the language L is an axiomatic Sys-
tem such that:

1. The formulas are formal sequents of L.
2. A=> A is an axiom for each formula A.

3. All the other rules (including O-premises rules!) has the following property:
The set of formulas that appear on the left hand side of their conclusion is
a subset of the union of the left-hand side of the premises.

If we compare this definition to that of Hilbert-type systems we see that the only
difference is that in N.D. (Natural-Deduction) systems we allow certain formulas
of the left-hand side of a premise of a rule to disappear (or to “be discharged”)
from the left-hand side of the conclusion.

The notion of “prre” system can now be generalized to N.D. systems as follows.

Definition: We call a N.D. system “pure” if whenever T' = A can be derivable
from I'; = A,,...,I', = A, then there are sub-multisets Ty, T AL LAY
of I'y,...,Tn, Ay, ..., A, (respectively) and a submultiset A’ of A such that:

for every I'f,...,T1, Al,..., A" we can infer

'1',...,I‘::=>A’, '{,...,AZ
from
(T Ty = AL AY), ..., (Th,TL = AlLLA") .

~ Pure N.D. systems are again the most usual kind of N.D. systems. In such
systems we can take all the inferences to be applications of rules of the form:

T3] .. [T
Ay A,
AI

(where the T} etc. are like in the above definition). A well known example of a
N.D. which is not pure is Prawitz N.D. system for S4 (see [Pral]). In this system
one can infer I' = [JA from I' = A only iff all the formulas in T begin with a,
and so this rule is impure.
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There are important differences that should be noted between pure Hilbert
systems and pure N.D. systems. While using pure Hilbert systems one can (and
does) write down in a proof-tree of a sequent only the r.h.s of the sequents which
participate in that proof. He can then quite easily find out at the end which .
sequent was actually proved, by just looking at the root and the leaves of the
tree. One need not know for this what intermediate sequents were proved before
the final one was derived. Moreover: One can check each part of the proof
separately without needing to examine what happens before that part. All these
are not true for N.D. proofs—not even pure ones. Here one is forced to keep track
at each stage of a proof of what sequent was actually derived in it. This is the case
whether actually formal sequents are employed while implementing the system or
other devices are used for this goal. Whatever the method is, the fact remains
that N.D. systems are essentially sequents calculs.

Since natural-deduction systems enable us to manipulate sequents and not
only formulas, they provide us within the formal machinery an access to methods
of proofs that necessarily belong to the meta-theory in the case of Hilbert-type
systems.- An obvious example of this ability is the deduction theorem. For many
Hilbert-type systems this is an important meta-theorem which is extensively used
for indirectly showing that something is provable, without actually proving it. In
natural deduction systems this method of proof is usually incorporated into the
system as one of its rules. The ability to do such things is the main source of
power for N.D. systems and their crucial advantage over Hilbert-type systems.

At this point a natural objection may be raised against our definition of natural
deduction systems: According to our presentation, every Hilbert-type system is
a N.D. system, but not vice versa. This seems to render as pointless the frequent
problem of finding a natural-deduction presentation for a C.R. to which a Hilbert-
type representation is known. Something essential seems to be missing: the notion
of introduction and elimination rules which [Sud1], for example, takes to be the
second major component (besides the possibility of discharging assumptions) of
natural deduction systems. I was unable, though, to find a sufficiently general
definition of this notion which will not rule out from the class of N.D. formalisms
systems that are taken to be such in the literature. In fact the very first N.D.
representation of classical logic in [Gen] included as axiom the excluded middle,
which cannot be characterized in terms of introduction and elimination rules. It
really seems that almost only intuitionistic logic, together with a careful choice of
the basic connectives, admits single-conclusioned N.D. representation consisting
only of matching introduction and elimination rules. (The truth is, however,
that some fragments of Linear and relevance logics admit such as well, but the
corresponding C.R. is not ordinary). As for classical logic, the only way to do
so is by using multiple-conclusioned N.D. systems, but this certainly is not the
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standard procedure!

In my opinion, therefore, the demand for using matching introduction and
‘elimination rules belongs to the methodology of constructing good N.D. represen-
tations, not to their definition. This raise the question what makes one formal
. representation of a C.R. better then another. These can be judged according to
the following two criterions:

e ease of finding (and also checking) proofs of sequents.

o usefulness for (constructively) showing significant properties of the repre-
sented C.R. (An example of such a property in many logics is Craig’s inter-
polation theorem).

Past experience indicates that in the context of N.D. systems the above two
goals are best achieved by first formulating such a system using introduction
and (matching) elimination rules. Then using these rules for defining a notion
of a “normal proof” with nice properties, and finally proving a “normalization
theorem” to the effect that every proof can be converted into a normal proof
of the same end sequent. This method seems to be successful only when the
connectives involved are intensional ! and when the represented C.R. can be
characterized in terms of them— as in the examples of the last section. The
method is even more limited if we confine ourselves to single-conclusioned C.R.‘s.
The ezact characterization of the C.R.’s to which this method is applicable is an
interesting topic which we are not going to pursue here. Let us just mention that
some authors, especially those with intuitionistic tendencies, believe the method
of introduction and elimination rules, as well as the concept of a normal proof, to
be of a crucial philosophical importance. They believe, accordingly, that there are
deeper reasons for the success of this method than the above description suggests.
The interested reader is referred to the enormous literature on the subject like:
[Pral], [Pra2], [Sud2], [SH] and (of course!) the original paper of Gentzen ([Gen]).
(We shall return to this issue in the next subsection as well.)

A final point which we like to discuss in this subsection is the status of the cut
rule in the context of N.D. systems. It can easily be checked that the definition
we gave above does not exclude cut from being one of the rules of a N.D. system.
For pure N.D. system its eliminability is as easy to show as for pure Hilbert-type
systems (with the same method of proof). For impure systems it might be less
easy and should not be taken for granted. Let us give an example of such a
system for which cut-elimination is true but not completely trivial: Consider the

21To a lesser degree—also to combining connectives. The resulting N.D. system is usually im-
pure, though, when the combining connectives are not also intensional—as is the case in relevance
and linear logics.
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{—, O} fragment of the N.D. system for S4. It is immediate that in this system
we have that -——[JA F 0OA and that DA F OOA. It is not, at first glance,
obvious that -—~[JA - (10 A, since because of the side conditions on the (= 0O)
rule, the proofs of these two sequents cannot directly be combined to produce
. a proof of the third. (This is strongly related to the fact that normalization
fails for this version of the system- see [Pral]). The system does admit cut-
elimination, though, but this requires at least some efforts. It is not inconceivable
that more complicated impure N.D. systems might offer more serious difficulties
while proving cut- elimination, or even that it just may fail for them!

5.4 Gentzen-Type Representations

As we argue above, already pure N.D. systems essentially carry us from proofs
of formulas to proofs of sequents. The next obvious step is therefore to take full
advantage of the use of sequents by allowing the rules of a system to make signif-
icant changes also in the antecedent of a sequent:

Definition: A Gentzen-type representation of a given C.R. - in a language L is
an axiomatic system such that:

1. The formulas of it are formal sequents of L.
2. A formal sequent T' => A is a theorem iff ' |- A.

The concept of a pure representation can be naturally extended to Gentzen
-type representations as follows:

Definition: We call a Gentzen-type system pure if whenever its rules allow the
inference of I'y = Ap from I'; => Ay,...,I'r, = A, then there are subsets I, Al
of I';, A; (respectively) such that for every I'Y, AY we can infer TY,... , Tp,Th =
Ay AL, LAY from T, T = ALAY (i=1,...,n).

The definition of pure Gentzen-type systems and of pure N.D. systems are very
close, the only difference being with respect to the possible existence of I’y and the
possibility (unless we deal with a single-conclusioned C.R.) for A} to be empty.
Accordingly we can, if we wish, use for pure rules almost the same notation that
is frequently used for N.D. systems, but in which symmetry is restored between
what is allowed to be a premise and what is allowed to be a conclusion. In fact
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pure rules in Gentzen systems may be written as follows:
LA
A A,

T2l
An

(where the I'}, Al (0 < ¢ < n) are like in the definition above).

Examples:

1. the standard V— elimination rule of intuitionistic (single- conclusioned)
N.D. system, usually written as '

[B]

[A]
Av 1

o

will have in Gentzen-type Systems the form:

(4] [B]

C C

[AVB]
C

And in classical logic just the form: (when ¢ is the empty set):

[4] [B]

$ ¢

[AvB]
¢

The introduction rule in this context will be just:

A B
AVEB’

2. The usual antecedent rule for the conjunction is:

[4, B
C
[A A B]
C
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in the intuitionistic case, 2 while in classical logic we can replace C above
with the empty set. For both systems the succedent rule for conjunction is
just:

A B

AAB

In my opinion, it is just a historical accident that people are used to write
the full sequents involved while doing proofs in Gentzen-type system, while more
economical methods are used for N.D. systems. Repeating passive formulas again
and again is really what make the use of Gentzen-systems tedious. It is highly
desirable therefore to develop methods for avoiding it in practical implementations
of such systems. A promising recent contribution in this direction is Girard’s
concepts of proof-nets (see [Gi]). The use of tableaux systems can also be regarded
as a method of this kind.

To summerize: in pure Hilbert system the rules ?® are of the form

Ay, ... A,
A .

In pure N.D. systems they have the form:
[PI] e [I',,]

A1 An
A

And in pure Gentzen-type systems:

[Ta] .. [Tl
Ay oA,
[T]

A

22This reminds the form which some rules take in Schroeder-Heister’s calculus of higher-order
rules. More on the connection between this calculus and Gentzen type calculi can be found in
[Av3].

23The notion of a “rule” is ambiguous in papers discussing topics of the kind dealt with in
the present one, since it has both a global and a local meaning. Thus one can talk about the
global rule of adjunction which permits the inference of A A B from A and B for every A and B
(here A and B are metavariables), and can also (as in [SH]) regard any inference of A A B from
particular A and B as application of a local rule which allow inferring A A B from A and B for
these particular A and B . We have tried our best here to formulate our definitions and claims
to be independent of the interpretation of the term “rule” (but at least for axiomatic systems we
usually have in mind the global interpretation).
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A major fact about Gentzen-type systems, even pure ones, is that unlike pure
Hilbert-type and N.D. systems, the transitivity (= cut) is never obvious. In
the previous types of systems it was a direct result of the asymmetry in rules
between antecedents and succedents. In Gentzen-type systems this asymmetry
is abolished, and so the cut-rule should either be taken as an explicit rule (as
frequently it should) or else be proved admissible. This explains the fact that
cut-elimination which is crucial for every formal system, was (and is) investigated
only in the context of Gentzen-type systems.

Usually, a Gentzen-type representation of a C.R. has the following form: It
has as axioms the reflexivity axioms A = A (sometimes it suffices to take only
a subset off these and then derive the rest). The rules are then divided into two
groups:

e Structural rules, which operate on the multisets, but do not change the
formulas in them (though it may add or delete some). Frequent examples
are: weakening, contraction, anticontraction, mingle (from I'y = A, and
T'; = A, infer I'y,T'y = A,, A;) and, of course, cut.

e Rules concerning the constants of the language. Usually they are divided
into succedent rules, which specify how a logical constant may be introduced
in the succedent of a sequent, and antecedent rules, which do the same for
the antecedent. '

In order to judge how good a given Gentzen-type presentation of a given C.R.
is, we should apply exactly the same criterions as we did for N.D. systems. How-
ever, since we allow more in Gentzen-type systems we are usually entitled to
demand more. Hence we usually should expect it to be easier to demonstrate
the validity of a formal sequent in a Gentzen-type formalism than it is in a cor-
responding N.D. system. Also we can expect nice proof theoretic properties to
hold. such properties are usually proved by induction, the major step of which
is showing that the various rules preserve the property under discussion. Usually
the cut rule is the major obstacle while providing such a proof. A very good ex-
ample for this is the important subformula property. This property is preserved
by all the rules we found as characteristic for the various intentional and com-
bining connectives. It is preserved also by all the structural rules considered in
the last section—except cut. If we delete cut from the set of rules of each of
the systems we discuss in the last section we get therefore formal systems with
the subformula property. The cut-elimination theorem (which obtains for each
of those systems) mean that these new systems are still representations of C.R.’s
and that the C.R.’s they represent are identical to the original ones.
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Note: Since the antecedent and succedent rules completely specify how a con-
nective can be introduced into sequents, it can be argued that they operationally
define that connective. This claim is strongly related to the analogous claim con-
cerning introduction and elimination rules in N.D. systems. I believe that a much
. better case can be made to this claim in the present context than in the previous
one.?* Nevertheless, I still think that it is tenable only for special types of connec-
tives. After all, the rules of Gentzen-type systems (or even N.D. systems) do not
necessarily treat one connective at a time. The following rule, e.g. is frequently a
useful one (see next section),but it treats two:

I‘1=>A1,-1A I‘2=>A2,ﬁB
1‘1, I‘z = Al, Az,—‘(A A B)

In systems with rules like the last one we might be forced to say that the var-
ious connectives are simultaneously defined by the set of the rules (taken as a
whole). This does not seem to be very helpful, though. (The distinction between
antecedent and succedent rules is not so sharp, by the way. In modal logics, for
example, we frequently have rules which introduce new connectives on both sides
of a sequent, like the following rule of the minimal normal modal logic K:

As,...,A,= B
OA4s,...,04,= 0B

It might be claimed that this rule completely defines the box in the context of K,
but such a claim might be more difficult to swallow than similar claims for more
regular rules. Note that rules like the last one is not available in N.D. formalisms!)

5.5 Three Degrees of Impurity

In the previous subsections a great deal of importance was attached to what we
call pure systems, The most general definition of which was given while discussing
Gentzen-type representations. Now the reasons for the importance of pure sys-
tems is due to the fact that they are relatively easy to implement in an economical
way, and it is easy also to check proofs in them. 25 However, there are also known
representations which are not pure. Our purpose now is to try to identify the
most usual forms that impurity may take. We assume, accordingly, that we are
dealing with a formal system of one of the types described above. Moreover,
we assume that the inference rules leading from sequents to sequents are given

243ee, in relation to this claim the first chapter of [Ga] and the paper of Hacking [Ha].

25Every ordinary, pure single-conclusioned N.D. system can, e.g., quite easily be implemented on
the Edinburgh LF, which is a general proof-development environment, based on a general Logical
Framework which was developed in the computer science department of Edinburgh university.
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by some global rule-schemes of the form described after the definition of a pure
Gentzen-type system (in the last subsection), but that there are side conditions
on the applicability of some of these schemes which make them impure. We shall
examine three possible ways in which this might happen:

- Level 1: At this level the side conditions are related to the structure of the mul-
tisets of the side-formulas (T}, A} above). Examples of such side conditions
are:

e Demanding that there be no side formulas. In Hilbert-type systems
rules with this conditions are usually known as rules of proof. The best
known example is the necessitation rule in traditional formulations of
normal modal logics. Other example is the adjunction rule of many
relevance logics (from A and B infer A A B) which frequently is taken
to be only a rule of proof.

¢ Demanding, in a multiple-conclusioned C.R., the antecedents of the
conclusion and the hypotheses of a rule to be singletons. Examples are
"the rule for the [ in the Gentzen-type system for the minimal normal
modal logic K (see above) and the succedent rule for the intuitionistic
implication in the multiple-conclusioned Gentzen-type version which
we mention in section 4.4.

¢ Demanding all the hypotheses of a rule to have ezactly the same side-
formulas. Examples are provided by the rules for the combining con-
nectives in section 4.3.. For logics without contraction or weakening,
like relevance logics and linear logic, these rules are impure (and this
explains why Girard has found (in [Gi]) the “multiplicative” fragment
of his logic, which is pure, to be better understood than the “additive”
one, which is not).

Level 2: Here an applicability of a rule might depend also on the structure of
the side-formulas. Examples are:

e The introduction rule for the O in Prawitz N.D. system for S4. This
rule permits the inference of ' = OA from I' = A only if all the
formulas in T' begin with OJ.

e The introduction rule for V in the N.D. systems for classical and in-
tuitionistic logics. Here one can infer I' = VzA from I' = A only
if z does not occur free in T'. (This is not the whole story, though,
since this rule might become pure in the context of non-simple C.R.’s.
There are in fact no problems to deal with this kind of impurity in the
Edinburgh LF!).
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Level 3: Here an applicability of a rule might depend not only on its potential
premises, but also on their proofs. A possible example may be provided by
an attempt to base a N.D. system on the following version of the deduction
theorem in classical first-order logic: 26 I' - A — B iff there is a proof of B
from I'; A in which no inference of VzC from C is made in which z is free
in A and C depends on A (in that proof).

The third level of impurity carries us, in fact, beyond the class of uniform
systems 27, with which we were dealing so far. The main properties of uniform
systems are that they treat exactly one C.R., and that once a sequent was derived
in them one can completely forget about how it was derived while using it for
deriving other sequents. For systems of the third level of impurity this is no
longer the case. Such systems are very inefficient in the time and space required
for proof checking. It is advisable, therefore to avoid the use of such systems.
In the next section we shall suggest some possible methods for doing this when
uniform representations are not available or the available ones are inefficient.

6 Non-Uniform Representations

As we have seen in the previous section, all the standard proof systems are exam-
ples of uniform representations of consequence relations. However, if we accept
that a formal system is essentially a device for deriving correct sequents (of a
C.R. in which we happen to be interested) then there is no reason to limit our-
selves to uniform formal systems. I believe that this observation might open
the door to a new area of investigations with a wealth of promising possibilities.
To demonstrate the potential of non-uniform representations we shall describe
now two methods of developing such representations together with examples of
their applicability. We hope that other efficient methods will be developed in the
future.

6.1 Treating Several Consequence Relations Simultane-
ously '

A major feature of uniform representations is that they treat only a single C.R..
In mathematics it is often much more efficient to simultaneously solve several

26See, e.g., in [Men]. This theorem is true for the pure Hilbert type system for validity which
is presented there.

27A formal definition of a uniform system will be identical to that of a Gentzen-type system
and was already given in 5.4.
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related problems. The problems of representing related consequence relations
should not be an exception in this respect. A good example for this is provided
by the two C.R.s which we have associated with modal logics in 3.3 . Obviously,
there are strong connections between them. On the other hand it is difficult
to provide a nice pure representation of either, since each lacks some important
- properties (which the other has). It is reasonable, therefore, to try to represent
them together in one formal system. This really can be done (at least for natural
modal systems like 54,7, K4 and so on). Examples of rules of the resulting
system in the case of §4 are:

', A AT B, A I'yAl, B 'HA HA
'+rvOA THA—-B,A T+,OA—=B TF, A H A"

In this system F; is taken as multiple conclusioned while |-, as single conclusioned.
All the impurities of the usual representations are eliminated in the combined
one (or—depending on the meaning of “pure” in this context— are reduced to
impurities of the first degree - see 5.5.)

It is worth noting that a suitable variation of this system was actually used
by the author in order to solve the problem of efficiently internalizing S4 in the
computerized Edinburgh LF system (see [AHM]).

6.2 Higher-Order Sequents

We start with the following observation: Uniform representations are axiomatic
systems in which the wffs are formal sequents. Past experience shows that it has
frequently been useful to extend such a system to a multiple-conclusioned one
even if the ultimate interest remained proving theoremhood of wffs. It is natural
therefore to try applying the same process in the present case. This naturally
leads us to consider “hypersequents” which are sequents of sequents. It might
be enough to start by considering only one-side hypersequents . Can they be
useful? The answer is “yes”, and in what follows we provide two examples which
demonstrate this claim.

In order to understand the examples, let us return to the five 3-valued conse-
quence relations of 3.4. It is not difficult to provide uniform, cut free Gentzen-type
presentations of the first three. It is enough, e.g., to take as logical rules for all of
them the usual rules for the (combining) V and A, as well as the obvious rules for
=V, =A and =~ (on both sides). The systems will differ then only with respect
to the axioms (P = P (P atomic) will be axioms for all. In addition we have
P,=P =g, =pac P,~P and -P,P =1; =Q,Q). For the other two we should
work with hypersequents, though! The needed changes are:

1. We should work with multisets of sequents, both sides of which are multisets
of formulas.
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2. We should add the ezxternal structural rules:
External Contraction
(1= Ag),...,(Ta= A,)
(T=A),(T1 = A1),...,(Tn = A,)

External Weakening

T =A),T=A),T=A),..., (T, = A,)
(T = A),(T1=> A1),...,(Tn = A,) )

3. We replace the six — rules by the usual two rules for internal negation.

4. Internal weakening is not a rule in the case of |- 5,; while internal contraction
is not a rule in the case of 1.

5. The logical rules and the permitted internal structural rules should be re-
formulated so that “side-sequents” are allowed. For example V => takes the
form:

(4,T = A), (T1 = A4),... (B,I'=A), (T, = A),...
(AvB,T = A),(T1 = Ay),..., (T, = A),... )

6. Instead of the deleted internal structural rules we should add:

For kg, The following weaker versions of weakening (with possible side-

sequents):
(T1=> A1) (T2=Ay)

(T1,T7 = Ay, A;)
I'y,Ty = A, A,
(I‘1 = Al), (Pg, IV = Az, A')
For kp.: We add the following splitting rule (again with possible side-
sequents):

(rla r2, PS = Ala A2; A3) (rll: 12,1'\13 = Ai’ '2, Ag)
(T1,T > Ay, AY), (T2, TS = Aq, AY), (T3, T = As, Af) ’

Notes:

1. The proofs that by this method we really get sound and complete repre-
sentation in which cut-elimination is admissible are not too difficult, since
easy reduction steps are available. It is much harder, yet possible, to prove
the same properties if we add internal implication to both (getting the full
systems RMj and Lukasiewicz L3, respectively). We shall present all these
proofs in a forthcoming paper.
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2. Cut-free Hypersequential calculi were first introduced in [Pot] and, inde-
pendently, in [Av2]. In the forthcoming paper mentioned above we shall
extend the method to other Logics (e.g. the system LC of Dummet) and
supply all the proofs.

3. It is possible, of course, to consider further iterations of the above procedure.?
The examples we have given should suffice for clarifying the main idea,
though.
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(* Tarski where we say that we consider the set
{x \in A/ x R f(x)}
in the usual set notation. Notice the way that we express that
M is the LEAST upper bound. This is expressed as a RULE with
nested implication and universal quantification *)

(* The data *)

Dec‘l HPO" "Pl"Op";
Dec1"A""Type";Decl1"R""(A)(A)Prop";Decl1"E""(A)(A)Prop";
Dec“ "fli II(A)A" ;Dec‘l llMl' NAII ;

(* the axioms, actually, inference rule *)

Decl "eq" "(x:A)(y:A)(R(x,y)}(R(y,x)})E(x,y¥)}";

Decl "trans” "(x:A)(y:AY(zZ:AY(R(y,z))(R(x,y)})R(x,2)}";

Decl"incr" "(x:AY(Y:AY(R(X, Y)R(E(X).F(y))";

Decl"upp” "(x:AY(R(X, F(x)))R(x,M)":

Decl"low” "(xAY((Y:AY(R(Y.F(y)))R(y . x)JR(M,x)";

Decl"H" "(x:A)(E(x,F(x)))PO";
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(* The conjonction in second-order minimal calculus *)

fun DEF ¢ s = (eval c;Egal s) ;

Decl "p""Prop";Decl "q" "Prop";

Goal "(p)((p)g)g";AUTO();SAVEL"cut";

Goal "((p)a)(p)q";AUTO();SAVEL"cutl";

fun CUT h = (LET ("cut(""h"")") "1";SOLVE "1");
DEF"(r:Prop)((p)(q)r)r""and";

(* un exémp1e : la construction des projections *)
Goal"(and(p,q))p";INTRO "h1";SIMPLIFY"h1"["h11","h12"];AUTO();SAVELl"pl";
Goal"(and(p,q))q":INTRO "h1":SIMPLIFY"hi"["h11"."h12"];AUTO();SAVEL"p2";
Goal"(p)(q)and(p,q)":INTRO"h1";INTRO"h2" ;REDUCT();AUTO();SAVE1"intro_and";
(* the equivalence *)

eval "and((p)g.,(g)p)";Egal”equiv";

{(* how to prove an equivalence *)

Goal"((p)g)((g)plequiv{p.q)";INTRO"h1";INTRO"h2";
REDUCT( ):SOLVE"intro_and" ;AUTO();SAVEl"equiv_intro";

Goal "(p)(equiv(p,q))q";
SAVE1l"equivl";fun TAC_equivl h = (SOLVE "equivl":SOLVE h);

Goal "(p)(equiv(q,p))a";
SAVE1"equiv2";fun TAC_equiv2 h = (SOLVE "equiv2";SOLVE h);

(* the equivalence is transitive *)

Decl "r* "PPOD";

Goal "(equiv(p,q))(equiv(g,r))equiv(p,r)";

INTRO"h1";INTRO"h2";SIMPLIFY "h1" ["h12","h11"];SIMPLIFY "h2" ["h22","h21"];
SOLVE"equiv_intro";

INTRO"h3";SOLVE"h11";SOLVE"h21";SOLVE"h3";PAS();
INTRO"h3";SOLVE"h22";SOLVE"h12" ;SOLVE"h3" ; AUTO();

SAVE1"trans_equiv";

Goal "(equiv(qg,r))(equiv(p.q))equiv(p,r)";
INTRO"h1";INTRO"h2" ;SOLVE"trans_equiv" ;AUTO();SAVEL"transi_equiv";

Abs"p";

(* the inclusion *)

Dec1"A""Type"”;Dec1"P""(A)}Prop":Decl"Q""(A)Prop":

DEF "(x:A){(P(x))Q(x)" "inclus";
Dec1"R""(A)Prop”;Goal"(inclus(A,Q,R))(inclus(A,P,Q))inclus(A,P,R)}";
INTL["h1","h2" ];REDUCT(); INTLI{"x","h3" J;SIMPLIFY"h1"[];SIMPLIFY"h2"[];
AUTO();SAVE1"trans_inclus";
"Abs"R";Abs"Q";Goal"inclus(A,P,P)";REDUCT();AUTO();SAVEL"ref_inclus";
Dec1"Q""(A)Prop";DEF"[x:AJand(P(x),Q(x))""inter";

Goal"inclus(A,inter(A,P,Q),P)";
REDUCT( ) ; INT1["x","h1"]; SIMPLIFY"h1"["h11","h12"];AUTO();SAVEL1"int1l";

Goal"inclus(A,inter(A,P,Q),Q)";
REDUCT();INT1["x","h1"];SIMPLIFY"h1"["h11","h12"];AUTO();SAVEL"int2";

Dec1"R""(A)Prop”;Goal"(inclus(A,R,P))(inclus(A,R,Q))inclus(A,R,inter(A.P,Q))";
INTL["h1","h2"];REDUCT();INT1["x","h3"];REDUCT():SOLVE" intro_and";
SIMPLIFY"h2"[];SOLVE"h3" ;SIMPLIFY"h1"[];SOLVE“h3" ;AUTO();SAVEL"inter least";

Abs"R" ;Goal" (x:A)(P(x))(Q(x))inter(A,P.Q,x)":
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Abs"Q":«
DEF "(p:Prop)((x:A)(P(x))p)p""exists";

Goal"(x:A)(P(x))exists(A.P)":
INTL["x","h" J;REDUCT( };AUTO():
SAVE1"witness";

Abs"A";

DEF "(p:Prop)p" "abs"
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Dec'l "Al' "Typelt ;
Dec1"R""(A)(A)Prop";

LET"[P:(A)Prop][x:A][y:AlJexists(A,inter(A,P,inter(A,R(x),R(y))))""confluent";

Goal"(P:(A)Prop)(x:A)(y:A)(z:A)(P(2))(R(x,z))(R(y,z))confluent(P,x,y)}";
INTLL"P","x","y","2","h1","h2","h3"];REDUCT();AUTO( };SAVE"confluent_intro";

fun ELIM_confluent s z hl h2 h3 =
(SIMPLIFY s [z,"a"];SIMPLIFY "a" [h1,"a"];SIMPLIFY "a" [h2,h3]) ;

LET"[P:(A)Prop](x:A)(P(x))(y:A)(P(y))confluent(P,x,y)""directed";

Decl"f""(A)A"; :
LET"[P:(A)Prop][x:AJ(Q: (A)Prop)((y:A)(P(¥))Q(f(y)))Q(x)""Image";

Goal"(P:(A)Prop)(x:A)(P(x))Image(P,f(x))}";
INTL["P","x","h1"];REDUCT( ) ;AUTO();SAVE"Image_intro";

fun ELIM_Image s z hl = SIMPLIFY s [z.,h1];
Decl "Incr""{x:A)(y:AY(R(x,y))R(F(x),f{y))}":

Goal"(P:(A)Prop)(directed(P))directed(Image(P))";

INTL["P", "h1"];REDUCT(); INTL["x","h2","y","h3"];
LET"[u:A]confluent(Image(P),u.y)""P1";EGAL"P1(x)":ELIM Image”h2""x1""h21";
REDUCT();ELIM _Image"h3""y1""h31";LET"h1(x1,h21,y1.h3L)""1";
ELIM_confluent"i1""z""h4""h5""h6" ;AUTO();SAVE" Temmel";

Deci"Lim""((A)Prop)A";

Dec1"Upperb""(P:(A)Prop)(x

AY(P(x))R(x,Lim(P))";
Decl"Least" "(P:{A)Prop)(x:A)(

(x))
Y:AY(P(¥))IR(y,x))R(Lim(P),x)";

Goal"(P:(A)Prop)R(Lim(Image(P)),F(Lim(P)))";
INTRO"P";SOLVE"Least"; INTL["x","h1";LET [ u:AJR(u, f(Lim(P)))""P1" ;EGAL"P1(x)" ;
ELIM_Image"h1""x1""h11" ;REDUCT();AUTO();SAVE"Temme2" ;

—~—

P
(

LET "[x:A](p:Prop)p""empty";
fun ELIM_empty s = SIMPLIFY s [];

Goal"directed(empty)”;
REDUCT(); INT1["x","h1","y","h2"1;ELIM empty"h1";AUTO();SAVE" 1emme3d";

LET"Lim(empty)""bottom";

Goal"(x:A)R(bottom,x)";
INTRO"x" ;EGAL"R(Lim(empty),x)" :PAS();INT1["y","h1"];ELIM _empty"h1" ; AUTO():
SAVE"minimum";

LET"[x:AJ(P:(A)Prop)((x:A)(P{x))P(f(x)))(P(bottom))P(x)""Approx";
fun ELIM_Approx s = SIMPLIFY s [] ;
Goal"Approx(bottom)";REDUCT();AUTO();SAVE"Approx_bottom";

Goal"(x:A)(Approx(x))Approx(f(x))";
INT1["x","h1"];REDUCT(); INTL["P",”h2","h3"];PAS();ELIM Approx "h1";AUTO();
SAVE"Approx_stable";

Goal"(x:A)(Approx(x))R(x,f(x))";

INTIE"x","h1" ] LET"[u:AJR(u, f(u))""P1";EGAL"PL(x)";ELIM Approx "h1l";
REDUCT(); PAS();REDUCT();INT1["y","h2" ];RED"h2";REDUCT(); AUTO();
SAVE"propositionl";

Dec1"Ref""(x:A)R(x,x)";
Dec1"Trans""(x:A){(y:A)(z:A)(R(y.z))(R(x,y))R(x,2)";

Goal"directed(Approx)";

REDUCT(); INTL1["x","h1","y","h2"];ELIM_Approx"h2";PAS();SOLVE"minimum";
SOLVE"x";SOLVE"Ref";PAS();INT1["z","h3"];ELIM confluent"h3""t""h4""h5""h6";
PAS();SOLVE"Incr";PAS();SOLVE"Trans";SOLVE"propositionl";PAS();SOLVE"Incr";
AUTO():SAVE"proposition2";

Goal"(P1:(A)Prop)(P2:(A)Prop)(inclus(A,P1.P2))R(L m(P1),Lim(P2))";
INTI["P1","P2","h1"]:RED"h1";SOLVE"Least" : INTL["x"."h2"]:SOLVE"Upperb"
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Dec1"Cant""(P:(A)Prop)(directed(P))R(F(Lim(P)),Lim(Image(P)))";

‘Gaa1"andQR(Lim(Approx),f(Lim(Approx))),R(f(Lim(Approx)),Lim(Approx)))";
PAS();PAS();SOLVE"Cont";PAS();PAS();REDUCT();INTL["x","h1"];
ELIM_Image"h1""x1""h11";PAS();PAS();AUTO2();

SOLVE"Least" ;INT1["x","h1"];PAS();SOLVE"propositionl";PAS();SOLVE"Incr";
SOLVE"Upperb" ;AUTO( ); SAVE"theoremel";
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(* classical logic. Uses Logic *)

fun PRIM c s = (Goal c;SAVELl s) ;

PRIM "(p:Prop)(((p)abs)abs)p" "cl1";

DEF "[p:Prop](p)abs” "not";

DEF "[p:Prop][q:Prop](not(p))(not(q))abs” "vel";

Goal "(p:Prop){q:Prop)(p)vel(p,q)";
INT1["p","g","h1"];REDUCT ();INTI["h2","h3"]; s
LET_INTRO"h2(h1)""1";AUTO();SAVEL "or_introl"; :

Goal "(p:Prop)(g:Prop)(q)vel(p.q)";
INTIE"p","q","hl"];REDUCT ();INTI{"“Z","hS"];
LET_INTRO"h3(h1)""1";AUTO():SAVEL "or_intro2";

fun TAC_cl h = (SOLVE"c1";INTRO h) ;

Goal "(p:Prop)(q:Prop)(r:Prop){(p)r)({q)r)(vel(p,q))r":
INTL["p","q","r","h1","h2","h3"];RED"h3"; TAC_c1"h4";
SOLVE"h3";

REDUCT(); INTRO"h5" ; SOLVE"h4" ; SOLVE"h2" ; SOLVE"h5" ;AUTO2();
REDUCT();INTRO"h5" ;SOLVE"h4" :SOLVE"h1" ;SOLVE"h5" ;AUTO();
SAVE1l"case";

fun ELIM_vel hil = (SOLVE "case”;SOLVE hl);

Goal "(p:Prop)(q:Prop)(vel(p,q))vel(qg,p)";
INT1["p","q","h1"];SOLVE"case" ;SOLVE"hi";
INTRO"h2" ;SOLVE"or_introl";SOLVE"h2";AUTO2();
INTRO"h2";SOLVE"or_intro2" ;AUTQ(};SAVE1"sym_vel";

Goal "(p:Prop)equiv(vel(p,p),p)";
INTRO"p";SOLVE"equiv_intro”; INTRO"h1";SOLVE"or_introl";SOLVE"h1";AUTOZ2();
INTRO"h1";SOLVE"case™ ; SOLVE"h1" ;AUTO( ) ; SAVE1" idem_vel";

Goal "(p:Prop)(vel(p,p))p":

Goal "(p:Prop)(q:Prop){vei(p,q))(not(p))q";
INT1["p","q","h1","h2"];TAC_c1 "h3";RED"h1";SOLVE"h1" ;REDUCT();
INTRO"h4" ;SOLVE"h3" ;AUTO( ) :SAVE1"vel_eliml";

Goal "(p:Prop)(q:Prop)(vel(p.,q))(not(q))p";
INTL["p","q","h1","h2"]:TAC_c1 "h3";RED"h1";SOLVE"h1";SOLVE"h2";
REDUCT();INTRO"h4" ;SOLVE"h3" ;AUTO();SAVE1"vel eTlim2";

Decl1"A""Type";Deci1"P""(A)Prop":

DEF "not((x:A)not(P(x)))" "E":

Goal "(x:A)(P(x))E(A,P)";

INT1{"x","h1"];DUP REDUCT {():INTRO"h2";LET_INTRO"h2(x,h1)""1";AUTO();
SAVE1"witness";

Goal"(p:Prop){{x:A)(P(x))p)(E(A.P))p";
INTL["p","h1","h2"];TAC_c1"h3" ;RED"h2" ;RED"h2" ; SOLVE"h2" ;

INTRO"x" ;REDUCT( ) ; INTRO"h4" ;LET_INTRO"h3(h1(x,h4))"" 1" ;AUTO();SAVEL"eTim_E":
fun ELIM_E h1 x h2 = (SOLVE "elim_E";SOLVE h1;INT1 [x,h2]);

Abs "A":
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(* this file must contain the beginning of set theory, up to the
definition of functions, and the definition of ordinals. Uses
classique *)

PRIM "((V)Prop)Vv" "tau";

PRIM "(P:(V)Prop)(E(V,P))P(tau(P))" "choix";

PRIM "(P:(V)Prop)(Q:(V)Prop)((x:V)equiv(P(x),Q(x)))=(tau(P),tau(Q))" "S7":

PRIM "(V)(V)Prop" "mem";
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(* the inclusion. Uses set. *)
DEF "[x:V][y:V]{z:V)(mem(z,x))mem(z,y)" "inclus";

Goal "({x:V)inclus(x,x)";
INTRO"x" ;REDUCT( ) ;AUTO( );SAVELl "propositionl";

Goal "(x:V)(y:V)(z:V)(inclus(x,y))(inclus(y,z))inclus(x,z)";
INTl["x" , lly'l , "Z" ’"hltl , !Ithl];REDUCT( ) : INTI[“U" ’"h3"];RED"hI";RED"hZI';
AUTO( );SAVELl "proposition2";

PRIM "(x:V)(y:V)(inclus(x,y))(inclus(y,x))=(x,y)" "ext"; i !

Goal "(x:V)inclus(x,x)";
INTRO"x" ;REDUCT();AUTO():SAVEL "reml";

Goal "(x:V)(y:V)(=(x.,y))inclus(x.y)";
INTLL"x","y","h1"];SIMPLIFY"h1"[];SOLVE"reml" ;AUTO();SAVELl "rem2":

Goal "(x:V)(y:V)(=(x.y)}inclus(y,x)";
INTL["x","y","h1"];LET_INTRO"[u:V]inclus(u,x)""P0O";
EGAL"PO(y)" :SIMPLIFY"h1"[]J;REDUCT();SOLVE"reml";AUTO();SAVEL "rem3";

PRIM "(V)(V)V" "upair”:
PRIM "(x:V)(y:V){u:V)(mem(u,upair(x,y)))vel(=(u,x),={u,y))" "axl_upair";
PRIM "(x:V)(y:V)(u:V)(vel(=(u,x).=(u.y)))mem(u,upair(x,y))" "ax2_upair":

Goal "{(x:V)(y:V)=(upair(x,y).upair(y.x))":
INTL["x","y"];SOLVE"ext";

REDUCT();INT1["u"."h1"];MATCH_MP “axl _upair" "hl" "1";
SOLVE"ax2_upair";SOLVE"sym_vel";SOLVE"1";AUTO2();

REDUCT(); INT1["u","h1"];MATCH_MP “"ax1_upair" "h1" "1";
SOLVE"ax2_upair";SOLVE"sym_vel" ;SOLVE"1";AUTO();SAVEL"comm_upair";

DEF "[x:V]upair(x,x)" "singl";
(* les regles qui suivent sont des regles de simplification *)

Goal "(x:V)(y:V)(mem(y,sing1(x)))=(y,x)}";
EXPAND "singl1";INTA["x","y","h1"];MATCH_MP "ax1_upair" "h1" "1";
SOLVE"case" ; SOLVE"1";AUTO( );SAVELl"remarquel”;

Goal "(x:V)mem(x,singl(x))":
INTRO"x";EXPAND"sing1";SOLVE"ax2_upair";SOLVE"or_introl" ;SOLVE"ref_=";
AUTO( );SAVE1"remarque2";

Goal "(x:V)(X:V)(inclus(singl(x).X))mem(x,X)";
INTL["x","X","h1"];SIMPLIFY"h1"[]:SOLVE"remarque2" ;AUTO();
SAVEl"remarquel";

Goal "(x:V)(y:V)(=(singl(x),singl(y)))=(x.y)";

INTL ["x","y","h1"];SOLVE" remarquel”;

LET_INTRO "[u:VImem(x,u}" "PO";EGAL "PO(singl(y))":SIMPLIFY"h1"[];
REDUCT();SOLVE"remarque2" ;AUTO( );SAVE1l "remarqued";

Goal "(x:V)(y:V)mem(x,upair{x,y))";
INTI["x","y"];SOLVE"ax2_upair";SOLVE"or_introl” ;SOLVE"ref_=";AUTO();
SAVE1"remd" ;

Goal "(x:V)(y:V)mem(y,upair(x,y))";
INTI["x","y"];SOLVE"ax2_upair";SOLVE"or_intro2" ;SOLVE"ref_=";AUTO();
SAVE1"rem5";

Goal "(x:V)(y:V)}(X:V)(inclus(upair(x,y),X})mem(x,X)";
INTLIL"x", "y","X","h1"];SIMPLIFY"h1"[];SOLVE"remd" ; AUTO();
SAVE1"remarque6"”;

Goal "(x:V)(y:V)(X:V)(inclus(upair(x.y).X))mem(y,X)";
INTIL"x","y","X","h1"];SIMPLIFY"h1"[]; SOLVE " rem5" ;AUTO();
SAVE1"remarque7";

Goal "(x:V)(y:V)(=(x,y))inclus(x,y)":
INTI["x","y","h1"];SIMPLIFY"h1"[]:SOLVE"propositionl” ;AUTO();
SAVE1"rem§" ;

Goal "(x:V)(y:V)(=(x,y))inclus(y.x)":
INTI["x","y","h1"];LET"[u:V]inclus(u.x)}""PO" :EGAL"PO(y":
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SAVE1"rem7";
<
fun ELIM_egal h hi h2 = (MATCH_MP "rem6" h h1;MATCH_MP "rem7" h h2;ENLEVE h);

Goal "(xE‘V)(y:V)(yl:V)(=(s1‘ng1(x).upair(y,yl)))and(=(y1.x).=(y,x))";
INTl[llx"’"y"’"ylﬂ'"hlllj;ELIM_ega‘I Ilhlﬂ I|h11ll llhlz'l;

MATCH_MP "remarque6" "h12" "1";MATCH_MP "remarque7" "h12" "11";
MATCH_MP "remarquel" "1" "r";MATCH_MP "remarquel” "T11" "ri";
SOLVE"intro_and" ;AUTO( );SAVE1l "remarque8";
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(* definition of instants, following Russell and Wiener *)

Decl "A" "Type";Decl "P" "(A)(A)Prop":
Decl "dec" "(x:A)(y:A)or(P(x,y),not(P(x,y)))":

fun LET sl s2 = (eval s2;Let (! C) s1) ;
LET "S" "[x:A][y:AJand(not(P(x,y)).not(P(y.x)))";

Decl "hypl" ”

(x:A)(y: PAY(P(x,y))(S(y,2))P(x.2)";
Decl "hyp2" "(x:A)(y

A)(z )P(
AY(Z:AY(S(x,y))(P(y,2))P(x,2)";

Goal "(x:A){(y:A)(S(x,y))S(y.x)";
INTL["x","y","h"1;RED"h" :SIMPLIFY"h"["h1", "h2" J:REDUCT();AUTO();
SAVE"sym_S*;

fun ELIM_S h1l

(RED h:SIMPLIFY h 1)
fun ELIM_not h = (RED h:SIMPLIFY n []):

Goal" (x:A)(y:AY(z:A)(S(x.y)){S(y.z))S(x.2)";
INTL["x","y","2","h1" ,"h2"];REDUCT( ) ;PAS():LET"1""dec(z,x)" ;SIMPLIFY"1"[];
Step();Step();Step();
INTRO"h3";REDUCT(); INTRO"h4" ;ELIM_S"hi"["h11","h12"];ELIM_not "h1i2";
SOLVE"hyp2";Step();Step();AUTO2():LET" 1" "dec(x.z)":SIMPLIFY"1"[1;
Step():Step():Step():

INTRO"h3" ;REDUCT(); INTRO"h4" ;ELIM_S"h1"["h11","h12"];ELIM not "h11";
SOLVE"hypl";SOLVE"sym_S";AUTO( ):

SAVE"trans_S":
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(* un exemple avec des categories *) n TR Y‘rg”XWV‘@”LT~ﬂ1A;?Vv\»

Dec1"Obj""Type";Dec1"Hom""(A:0bj)(B:0bj)Type";
Dec1"comp""(A:Obj)(B:Obj)(C:Obj)(f:Hom(A.B))(g:Hom(B,C))Hom(A,C)":
Dec1"id""(A:Obj)Hom(A,A)";
Dec1"Rel""(A:Obj)(B:Obj)(f:Hom(A,B))(g:Hom(A,B))Prop";

Dec1"assoc""(A:Obj)(B:Obj)(C:Obj)(D:Obj)(f:Hom(A,B))(g:Hom(B,C))(h:Hom(C,D))\
\Rel(comp(comp(f,g),h),ComD(f.ComD(g,h)))"3

Decl"cong""(A:Obj)(B:Obj)(C:Obj)\
\(f:Hom(A,B))(g:Hom(B.C))(fi:Hom(A,B))(gl:Hom(B,C))\
\(ReI(f,fl))(Rel(g,gl))\
\Re](comp(f,g),comp(fl,gl))";

Decl"ref""(A:Obj)(B:Obj)(f:Hom(A,B))Rel(f,f)";
Decl“trans""(A:Obj)(B:Obj)(f:Hom(A,B))(g:Hom(A,B))(h:Hom(A,B))\
\(Re1(h,f))(Re](g,f))Re](g.h)";
Dec?"1dl""(A:Obj)(B:Obj)(f:Hom(A,B))Rel(comp(id(A),f),f)";
Dec1“1d2""(A:Obj)(B:Obj)(f:Hom(A,B))Rel(comp(f,ﬁd(B)),f)";

Decl"T""0bj";Decl"nil""(A:0bj)Hom(A.T)" ;
Decieq_nil""(A:0bj)(f:Hom(A,T))ReT(f nil(A))":

Dec]"f""Hom(T,T)":Goal“Re1(f.id(T))";

Abs"f": :
Dec]“B""Obj“:Decl"f""Hom(B,T)";
Decl"mono""(A:Obj)(g:Hom(A,B))(h:Hom(A,B))\
\(Re1(comp(g,f),comp(h.f)))Re1(g,h)";
Dec1"g""Hom(T,B)";Gca]“Re](comp(g,f),id(T))":

Goal"Rel(comp(f,g),id(B))";
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(* This example shows
.how to represent a first-order signature
.how to deal with equality *)

Dec'] "G" IlTypell:

Decl "Eq" "(G)(G)Prop":

Decl "f" "(G)(G)G"; (* composition *)
Decl "e" "G"; (* element neutre *)

Decl "trans" "(x:G)(y:G)(z:G)(Eq(y,z))(Eq(x,z))Eq(x,y)“;
Decl "ref" "{(x:G)Eq(x,x)";

Decl "assoc" "(x:G)(y:G)(z:G)Eq(f(x,f(y.z)),f(F(x.y).z))":
Decl "idl® "(x:G)Eq(f(e.x),x)":
Decl "id2"  "(x:G)Eq(f(x.e).x)";

Decl "cong" "(x:G)(y:G)(z:G)(t:G)(Eq(y.t))(Eq(x.z))Eq(f(x,y).f(z.t))":
Decl1"x""G";Decli"y""G";Decl"z""G":

Goal "Eq(f(x.f(f(e,y),z)),f(f(x.y),F(z.e)))":

SOLVE "trans";SOLVE "assoc":;SOLVE "trans”:SOLVE "assoc":

SOLVE "trans":SOLVE “"cong";SOLVE "assoc":SOLVE "ref";SOLVE "trans":
SOLVE "1id2";SOLVE "trans”;SOLVE "cong";SOLVE "cong";SOLVE "id2":
SOLVE "ref";SOLVE "ref":SOLVE “ref";AUTO():

(*
j'ai trouve
la reponse est :

((Z)((y)(E)f)(X)aSSOC)(((9)(Z)((y)(x)f)aSSOC)((((Y)(E)(X)aSSOC)((Z)Pef)(Z)((y)((e)(X)f)f)(Z>(((YJ(E)f)(X)f)COHQ
)((((Z)((Y)(X)f)f)idz)(((((x)idZ)((y)Pef)(y>(X)(y)((e)(X)f)CONQ)((Z)ref)(l)((y)(X)f)(Z)((y)((e)(X)f)f)cong)(((Z
\((y)(X)f)f)Pef)((Z)((Y)(X)F)f)((Z)((y)(X)f)f)((Z)((y)((8)(X)f)f)f)tranS)((Z)((Y)(K)f)f)((Z)((y)((E)(X)f)f)f)((
e)((Z)((Y)(x)f)f)f)tranS)((Z)((y)((E)(x)f)f)f)((6)((Z)((y)(X)f)f)f)((Z)(((y)(e)f)(X)f)f)tranS)((6)((2)((y)(X)f)
f}:i((Z)(((y)(e)f)(X)?)f)(((e)(Z)f)((y)(X)f)f)traHS)((Z)(((y)(e)f)(X)f)f)(((e)(Z)f)((y)(X)f)f)(((Z)((Y)(e)f)f)(
x)f)trans

)

val 11 = ["ref", "assoc”,"idl","id2","trans"];

val 12 = ["assoc","id1","id2"];

fun tacl RESOLVE 11:fun tac2 ()

RESOLVE 12;

() = =
fun tac3 () = SOLVE "cong":fun tac4 () SOLVE "ref";

fun tach () (tac2 ORELSE (tac3 AND (Dup tac5)) ORELSE tac4) ():
vzl tac = tacl AND tac5s:

Fun TAC () = LOOP tac () handle fail with

“RESOLVE" =>
{prs "j'ai trouve\nla reponse ast : \n"iimp (!COM))
s => raise fail with s;

Goal "Eq(f(x,f(F(e,y).z)),F(f(x,y),f(z,e)))";
TAC():

e)f)(x)aSSDC)(((e)(l)((y)(X)f)aSSOC)((((Y)(e)(x)aSSOC)((Z)Pef)(z)((Y)((e)(x)f)f)(z)(((Y)(e)f)(x)f)COHQ
Y)(X)f)f)fdz)(((((X)idZ)((y)ref)(y)(X)(y)((e)(x)f)cong)((Z)Fef)(Z)((Y)(X)f)(z)((Y)((e)(x)f)f)coﬂg)(((z
)f)fef)((Z)((Y)(x)f)f)((l)((Y)(X)f)f)((Z)((y)((e)(x)f)f)f)traﬂs)((Z)((y)(x)f)f)((Z)((y)((e)(x)f)f)f)((
)(X)f)f)f)trans)((l)((Y)((e)(x)f)f)f)((e)((Z)((y)(x)f)f)f)((l)(((Y)(e)f)(x)f)f)trans)((e)((z)((Y)(X)f)
((Y)(e)f)(x)f)f)(((9)(Z)f)ﬂ(Y)(X)f)f)traﬂs)((l)(((y)(e)f)(x)f)f)(((e)(Z)f)((Y)(X)f)f)(((Z)((y)(e)f)f)(

Timing compile-0.1s (0.0s+0.05+0.ls+0.05+0.05) run-1,3s
*)
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Abstract

In Martin-Lof’s type theory, general recursion is not available. The only
iterating constructs are primitive recursion over natural numbers and simi-
larly defined inductive types. The paper describes a way to allow a general
recursion operator in type theory (extended with propositions). A proof rule
for the new operator is presented. The addition of the new operator will not
distroy the property that all well-typed programs terminate. An advantage
of the new program construct is that it is possible to separate the termination
proof of the program from the proof of other properties.




1 Introduction

Martin-Lof’s type theory [1,7,?] is a programming logic for a functional program-
ming language. There is a formal system in which it is possible to express not
only programs and their specifications but also derivations of programs. Versions
of type theory have been implemented in Géteborg [4], Cornell [5] and Cambridge
[6]. Using these systems it is possible to use the computer to check the correctness
of program derivations. »
Type theory relies heavily on the identification between types, propositions
and specifications.
The judgement
ac A

can be read as:

1. a is a construction for the proposition A
2. a is a solution of the problem A
3. a is a program which satisfies the specification A

4. ais an implementation of the abstract data type specification 4 [8].

It is a theory for total correctness, that a € A means that the program a terminates
with a value in A. Compared with other functional languages it has a very rich
type structure in that the type system can be used to completely express the task
of the program. For instance, the type of a program solving Fermat’s last theorem
is

Z
(Tz € N).{n € N|n > 2&3z,y,£ € N.z" + y" = 2"}
Wether there is an element in this type only God (and Fermat) knows.

If the type structure is very strong, the program forming operations may seem a
little weak, since general recursion is not available, only primitive recursion. From
a metamathematical point of view, this is not a serious problem. We know that
primitive recursion together with higher order functions give us a way to express
all provably (in Peano’s arithmetic) total functions. This, however, gives no relief
to a programmer who really wants to write down a program! From a programming
methodological point of view, it forces the programmer to prove the termination
of the program at the same time as the program is derived. It is often convenient
to be able to separate the termination proof from the rest of the correctness proof.
Another serious problem is that it forces the programmer to in some sense estimate
the number of iterations the program will make. This information is not always
available, an example of this is the lambo-function. (This introduction will be
expanded later).

The purpose of this paper is to show that it is possible to extend type theory
with an operator for general recursion, while still not giving up the requirement
on termination.



2 The Syntax of Type Theory

Expressions in type theory are built up from constants and variables using appli-
cation and abstraction. An expression which cannot be applied to an argument
is called saturated. For instance, in the Natural Induction rule below, p, N, d,

C(0), e(z,y), C(succe(z)), z, y, natrec(p,d,e), C(p) are saturated. The expression
C is unsaturated, it expects one (saturated) argument, the expression e expects
two saturated arguments and, finally, the primitive constant natrec expects two

saturated arguments and one unsaturated argument which expects two saturated

arguments.
If z is a variable and e is an expression then

I.c

will denote the abstraction of e with respect to z.

3 Primitive Recursion and Matematical Induc-
tion
Consider the rule for natural induction in type theory:

Natural Induction:

peN d € C(0) e(z,y) € C(succ(z)) [z € N, y € C(z)]
natrec(p,d,e) € C(p)

The rule can be read in the following way: We may draw the conclusion
natrec(p,d,e) € C(p) if p € N, d € C(0) and if e(z,y) € C(succ(z)) under the
assumptions that z € N and y € C(z).

Using currying, we can slightly rewrite the rule as:

Natural Induction’:

pEN de C(0) e(z) € C(z) — C(succ(z)) [z € N]
natrec(p, d,e) € C(p)

So the problem C(p) is solved by the program natrec(p, d, €) if d solves the problem
C(0) and e(z) is a “step-function” taking a solution of the problem C(z) to a
solution of the problem C(succ(z)). The justification of the rule is based on the
semantics of type theory and the computation rule for the primitive recursion
operator natrec:

If the value of p is 0 then the value of natrec(p,d,e) is the value of d which
solves the problem C/(0).



If the value of p is succ(0) then the value of natrec(p, d, €) is the value of ¢(0)(d)
which solves the problem C(succ(0)) since

e(0) € C(0) — C(succ(0))
and
d e C(0).

If the value of p is succ(succ(0)) then the value of natrec(p, d, €) is the value of
e(succ(0))(e(0)(d)) which solves the problem C(succ(0)) since

e(succ(0)) € C(succ(0)) — C(succ(succ(0)))
and
e(0)(d) € C(succ(0)).

In general, if the value of p is succ(a), then the value of natrec(p,d,e) is the
value of e(a)(natrec(a,d, e)) which solves the problem C(succ(a)) since

e(a) € C(a) — C(succ(a))

and
natrec(a,d, e) € C(a).

4 Course - of - values recursion and Complete
Induction

In course — of — values recursion we have a step-function e(z) which takes a solution
of all problems C(0), C(succ(0)),...,C(z) to a solution of the problem C(succ(z)).
How can we express this? We want to have a function e(z) which as argument
takes a list or a tuple {go,91,-..,9z) , Where g; € C(7). A convenient way to express
this is that the argument of e(z) is a function g such that g(i) € C(7) for ¢ < =.
This is an element in a Cartesian product of a family of types, i.e.

e(x) € (I1 €() — Clsuce(z))

i<z

where [];<, C(?) is the type of functions & such that b(f) € C(7) for ¢ < z.
We can also express the requirement on the step-function e(z) as:

e(z,y) € C(succ(z)) [z € N, y(2) € C(2) [z < 1]
So we obtain the following rule:

Course-of-values Induction 1:

peN d € C(0) e(z,y) € C(succ(z)) [z € N, y(2) € C(2) [z < 1))
covrec(p,d, €) € C(p)




where covrec is a new primitive constant which is computed in the following way:

The value of covrec(p,d, e) is obtained by first computing the value of p. If the
result is O then the value of covrec(p, d,€) is the value of d. If the result is succ(a),
then the value of covrec(p,d,e) is the value of e(a,z.covrec(z,d,e)), where z.e is
the notation for the abstraction of e with respect to the variable z.

So if the value of p is O then the value of covrec(p,d,e) is the the value of -
d which solves the problem C(0). If the value of p is succ(0), then the value of
covrec(p, d, €) is the value of €(0, z.covrec(2, d,e)). But €(0,y) € C(succ(0)) if y is
a function such that y(z) € C(z), for z < 0. But z.covrec(z,d, €) is such a function
since covrec(0,d, e) € C(0).

If the value of p is succ(succ(0) then the value of covrec(p,d, €) is the value of
e(succ(0), z.covrec(z,d,e)) but e(succ(0),y) € C(succ(succ(0))) if y is a function
such that y(2) € C(z) for z < succ(0) . And z.covrec(z,d,e) is such a function
since covrec(0,d, e) € C(0) and covrec(succ(0),d,e) € C(succ(0)) .

We can simplify the rule for course-of-values induction if we instead have a
step function e(z) which takes a solution of all problems strictly smaller than z to
a solution of C(z) . We can then drop the second premise:

Course-of-values Induction 2:

pEN e(z,y) € C(z) [z €N, y(z) € C(2) [2 < 7]
rec’(p,e) € C(p)

where the value of rec'(p, e) is computed by computing the value of e(p, z.rec'(z, €)).
We get the rule for complete induction if we take away some of the constructions
in the previous rule:

Complete Induction:

PEN C(z)true [z € N, C(z)true [z < ztrue])
C(p)true

5 General Recursion and Well-founded Induc-
tion

There is nothing in the rule for course-of-values induction which is particular to
the set of natural numbers. The reason the rule works is that N is well-ordered
by <. We can generalize the rule to an arbitrary set A which is well-ordered by a
relation <4. The computation rule becomes a little simpler if we change the order
of the arguments:

Recursion rule:



Well-ordered(A4, <4) pEA e(z,y) € C(z) [z € A, y(z) € C(2) [z < z]]
rec(e,p) € C(p)

with the following computation rule for rec:
The value of rec(e, p) is the value of e(p, rec(e)).
Notice that we get the ordinary fixpoint operator by defining

Y(e,p) = rec(z.y.e(y, z),p)

because then Y(e) is a fixpoint of e, i.e. e(Y(e)) = Y(e), i.e. e(Y(e))(p) = Y(e)(p)

since

Y(e,p)
rec(z.y.e(y, z), p)
(z.y-e(y, z)) (p, rec(z.y.€(y, z)))

- e(y,z) [z := p,y = rec(z.y.e(y, )))
e(rec(z.y.e(y, z)), p) |
e(Y(e),p)

Y(e)(p)

iom 4o

where
—+; stands for “computes in one step to”

e[z := a,y := b] stands for the expression obtained from e by simultaneous substi-
tiution of the variable z with @ and the variable y with b.

So we get the fixpoint operator by swapping the arguments of the first argument
to rec. If we try to formulate the previous rule using the Y-combinator directly we
get the following

Wrong recursion rule :

Well-ordered( A4, <4) pEA e(y.z) € C(z) [y(2) € C(2) {z< z], z € 4]
Y(e;p) € C(p)

which doesn’t make sense since the first argument of e depends on the second.

6 A simple example: The termination of quick-
sort

The scheme which will be used for solving recursion equations is that if

f(2) = e(z, )



is a recursion equation then it can be solved by defining
J = rec(e)

where we in e have abstracted the two variables z and f. This is correct provided
that the requirements on the parameters hold as expressed by the recursion rule.
In the simple case that the family C(z) type [z € A] does not depend on z, the
requirements are that in the equation f(z) = e(z, f), f is a function from A to C,
z is an element in A and f must only be applied to arguments smaller than z on
the right hand side of the equation. These requirements are exactly those which
are used by programmers of functional languages in informal termination proofs.

Let’s look at a termination proof of quicksort. The recursion equations for
quicksort are:

quick(nil) = nil
quick(cons(a,s)) = quick(less(s,a)) cons(a, quick(gt(s,a)))
where nil is the empty list and cons(a, s) is the list with a as the first element
and the list s as the rest, less(s,a) is the list obtained from s by taking away all
elements which are greater than a and gt(s,a) is the list where all elements of s

strictly smaller than a have been removed. To solve the equations we have to first
rewrite them using the listcases- expression: ?

quick(p)= listcases(p,
nil,
a.s.( quick(less(s, a)) < cons(a, quick(gt(s, a)))))

This equation can be solved by making the definition:

quick= rec x . y . listcases(x,
nil,
a.s.(y(less(s, 2)) O cons(a, y(gt(s, a)))) )
In order to show that quick terminates it is enough to show that 2

quick € List(4) — List(A)

In order to show thﬁis we have to show that

1The primitive constant listcases is used to express pattern-matching over lists. The value of
listcases(p, d, €} is computed by first computing the value of p. If the value of p is nil, then
the value of listcases(p, d, ¢) is the value of d. If the value of p is cons(a, s) then the value of
listcases(p, d, €) is the value of ¢(a,s).

2The meaning of a € A is that the computation of a terminates with a value in A.



listcases(x,
nil,
as.(s(less(e, a)) <> cons(a, v(etls, )R List(4)

under the assumptions that z € List(4), y(2) € List(A) [z € List(A), z < z] for
some well founded relation <.

This can be shown by induction over z. The base case is trivial. If z =
cons(a, s) we have to show that

y(less(s, a)) < cons(a, y(gt(s,a)))) € List(A)

which holds if _

y(less(s,a)) € List(A)

y(gt(s,0)) € List(4)
since the concatenation operator { takes two lists to a list. But this follows from
the induction assumption if we can find a wellordering < on List(A4) such that

less(s, a) < cons(a, s)

and
gt(s,a) < cons(a, s)

but this holds if we define < to be
a<b=Fa<y#b

where #a is the number of elements in the list @ and <)y is the usual order on
natural numbers.

Theorem 1 Allsterating constructs in type theory can be reduced to pattern match-
ing and the general recursion operator rec.

Proof outline: For instance, if we define 3
natrec(p, d, e) = rec(z.y.natcases(z, d, z.¢(z,y(2))), p)
The value of natrec(p, d, €) is then the value of

natcases(z, d, z.e(z,y(2))) [z := p,y := rec(z'.y'.natcases(z', d, z.¢(z,y'(2)))]
= natcases(p, d, z.¢(z, rec(z'.y .natcases(z', d, z.e(2,'(2))), 2)))
= natcases(p, d, z.e(z, natrec(z, d, €))) (1)

3The primitive constant natcases is used to express pattern-matching over natural numbers. The
value of natcases(p, d, e} is computed by first computing the value of p. If the value of p is 0,
then the value of natcases(p,d, ¢) is the value of d. If the value of p is succ(a) then the value of
natcases(p, d, ¢) is the value of ¢(a). A more readable syntax for the natcases-expression would
be

casespof0 : d,succ(z) : e'endcases

where all free occurrences of the variable z becomes bound in the expression e'.



If the value of p is O then the value of 1 is the value of d. If the value of p is succ(a),
then the value of 1 is the value of e(a,natrec(a,de)). So we have shown that natrec
as defined above is computed in the same way as the traditional primitive recursion
operator in type theory.

The listrec-operator and the w-rec-operator can be defined similarly. O

7 Remark

The general framework within which this is expressed is the logical theory pre-
sented by Martin-Lof in Siena 1983. This is the first draft of the paper: more
examples have to be added (for instance the lambo-function and binary search)
and the propositional function which expresses wellordering has to be made pre-
cise.
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: Partial inductive definitions
_ by
Lars Hallnis
Swedish Institute of Computer Science
Box 1263, 163 13 Spanga, Sweden

Lét us assume that f is a function defined by a set of equations E:
fO)=a
f(n+1) = g(h(n+1),f(n))

f(n) is defined if we can compute f(n) in E into a unique canonical value in a finite number of steps

using usual rules of substitution. One could say that f(3) in this case is totally defined since given
an equation f(3) = g(h(3),f(2)) f(3) is at least partially "defined" in some sense even if we cannot
compute a unique canonical value in a finite number of steps. This distinction is basically motivated
from an intensional point of view. It is somehow a matter of definability. When we write down the
equations in E we intend to define a certain function and if we read E with this act of intent in mind

"f(n) is undefined" ought simply to mean that there is no equation f(n) = ... in E. The situation is

‘]‘,
;
!

defining f by primitive recursion. Somehow this not only consists of an act of intent, but also a

similar when it comes to define semantics for formal languages and the like. Take the usual

situation: we define True(A) by recursion on some wellfounded relation. This corresponds to

proof that this act totally fulfills the given intentions. That is of course something much more
complex than just writing down your intentions. But just as in the case with a function f there is a
basic difference between bein,; partially defined and not being defined at all. This intensionally
based distinction is perhaps of interest when we focus on the definitions themselves rather than the
abstract objects they should present. So we do not just consider partial definitions in the sense that
the definition does not cover the whole universe U, but also objects in U that are only partially
defined by the given definition. The question of isolating total fragments that one can believe in
seems often enough to have very little to do with the basic intuitions on how to define True(A) for a

1
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given A of some form. So perhaps the basic theory with its syntax and semantics may be simpler if
g'wc accept partial objects in defining propositions. We know that the problems concerning
establishing that certain theories really has a totally defined notion of truth as a basis is not a formal
matter, but a question of belief. The question is if not the task to present a fomal language with its
syntax and semantics in a certain sense is a "formal" matter and hence elementary?
In this note I will try to discuss some aspects of part;ally defined propositions based on an attempt
to interpret a certain class of eventually non monotone inductive definitions as partial inductive
definitions. The basic interpretation studied here is closely connected with work in general proof
| theory done by Martin-L&f,Prawitz and Schroeder-Heister (See [M1,3],[Pl,2,3,4],[SH1,2,3])7and

generalizes Aczels characterization of monotone inductive definitions (See [A]).
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- Syntax

Let U be a given universe of agtoms a,b,c. . . Intuitively we may think of U as a universe of
propositions.

If E is a class of clauses over U and atoms in U and e is an atom in U, then E =3 e is a ¢lause over
U.

Let Clause(U) denote the class of clauses over U. Let F,E.. . . denote classes of clauses and

atoms and let A,B,... denote an arbitrary clause or atom.

| The level of a clause or atom A is given as follows:

level(a) =0

level(E = ) = max(level(©) | Ce E} +1

level(E) = max{level(C) | Ce E}

Syntactically then a partial inductive definition is a class P of clauses over some universe U.
Monotone inductive definitions corresponds to partial inductive definitions of level < 1. See the

interpretation given by Aczel in [A].

Semantics

To give a semantics in this context means to explain what predicate Def(P) a given definition P
defines. The standard interpretation of monotone inductive definitions gives the following
characterization of Def(P):

(*) e e Def(P) iff there is a clause E => e in P such that E ¢ Def(P).

It seems reasonable to think of (*) as giving the basic intuitions concerning the interpretation of
inductive definitions. Intuitively (*) says that e satisfies Def(P) iff there is éclausc E=e inP
such that all C e E "satisfy" Def(P). The question is now how to interpret this "satisfy" when
level(C) > 1. The intuition behind the interpretation given here is simply that "E = e satisfies
Def(P)" means that "e follows from E in P". More precisely we think of P as implicitly defining a
consequence relation + and thereby give a local meaning to "follows from". The meaning of "C
follows from E in P" - E-p C - will be given by a calculus of sequents generated by P in a uniform
manner. For the motivation of the different rules we need the notion of a total object relative to |-.

Intuitively the class of total objects w.r.t. |- is the class of objects for which - make sense as

"follows from".



A predicate C is a totality candidate w.r.t. Pand I if it satisfy the following conditions:
()if ee C and (E=>c)e P,then ECC

() if E=e¢)e C,then EU(e) cC

(iii) if Ae C,then F- A and G,A+ B implies F,GI B for all F and G.
Let T(P) = U(C | C isa totality candidate).

Clearly T(P) is a totality candidate and thus the largest totality candidate.

A relation | is called a consequence realtion if it satisfy the following:

Let F,E be short for F UE and F,C short for Fu {C}.

FFE will be short for ...FiC...(Ce E).

= _FEFe
FFE=e

FIE FelC
FE=e | C

=}

The |- = rule explains the meaning of "E => e holds in P" namely that e follows from E in P. The
=> |- rule explains what it means to assume E = e. If E = e holds, then e follows from E.

If E = e is a total object this means that if E follows from F anything that follows from F,e must
follow from FE=>e:F-E and FE} e implies F+ e and given F,el- C this implies F} C.
A consequence relation |- is called P - closed if it satisfy the following conditions:
let Dee)={E| (E= e) € P} andlet F.D(e)+- C be short for .. .F.El- C... (E € D(e)).

FIE
Fl e

Fp

where (E=>¢) e P

F,D(e)}- C

PF Fol O



- The P rule explains the meaning of "¢ holds in P" namely that there is a definitional clause E=> ¢
such that definiens E holds in P. The P - rule explains what it méans to assume e. If e holds, then E
holds for some definitional clause E = ¢ . So assume e is a total object and that e holds beacuse E
holds for E =>e in P. Then F-E and D(e)} C implies FI- C.

So to assume an object C does not only mean that we assume C holds, but also that the meaning P
gives to C make sense.

Now let Fp be the smallest P-closed consequence relation containing all F.el- e.

Proposition 1.1 Ep e iff there is a clause E = € in P such that Fp E.
Proof: trivial.

Solet Def®) = (e | Fpe}.

Clearly this interpretation will cover also the standard interpretation of monotone inductive
definitions. p will satisfy the usual conditions on reflexivity and monotonicity, but not necessarily
transitivity. SMCC Fp is implicitly defined by P itself this eventual lack of transitivity shows that
the meaning P gives to various objects is not allways the intended one. Note that there is a sharp
distinction between F,AFp B and kp A B. To assume something holds given a certain definition
is not the same as adding new clauses to a given definition. |

Let us call P total if T(P) = Clause(U) U U.

Consider the definition P consisting of the single clause (a = b) =>a. This definition gives the
general structure of paradoxes like Russell's paradox and provide a simple example of partial

objects: Fpa and Epa=b

a e b Fb

aa==>b}F0 =k
®F)

a b
e (b =)
_I—_a::b P

Fa (+P)

But not =p b since D(b) = . So there is no totality candidate C relative to P and Ep such that
ae C.

Letus call A false in Pif {A} Fp B for all B. P will then be referred to as a complete definition if



for all a inU either Epa orais false in P.

So (a = b) = a also give a simple example of a complete definition which is not total.

p ition 1.2
(i) If P is complete, then p C or Cis false in P for all C.
(i) P is total and complete iff =p means "if. . .then...".
Proof:

(i) By a simple induction on C.

~ Assume C is E= e, thenif Fpe by monotonicity EFpe. Soassune e is false in P. If p E

FE el C
E=el C

If some Ce E isfalsein P, then Ckp e, so by monotonicity CEkp e.

(ii) Assume that P is total and complete, If Fp Cand kpF, then kp C since P is total. So
assume that =p F implies p C.If FpF, then kp C and by monotonicity Fi=p C.If kp F does
not hold, then F Ep C follows since P is complete.

Assume that F=p Cis equivalent with kp F implies kp C. If F FpC forallC'e G,GkEpC
and not F=p C, then p F and not =p C. This is absurd since Fp Fimplies =p G and thus

Fp C. Trivially P has to be complete since if not kp C by assumption {C} Ep C' forany C'.m

Let P be given by

= T(p) (p a given propositional variable)

(TX) = T(Y)) = TX - Y) (X,Y propositional sentences)

Clearly P is complete. A slight modification of a standard argument for cut elimination in the
implication calculus shows that P also is total. Let P' be the definition we get from P by deleting
=T(p) and adding T(p) = T(p) for all propositional variables p. P' is clearly total, but not
complete. T(p) does not hold and T(p) is not false in P'. P' gives a definition of a notion of logical
truth in the implication calculus while P defines truth for the interpretation where only p is given the

truth value true.

The natural operator Pp : P(U) — P(U) associated with P is given as follows:



If ee X, then X is e-¢losed.
If X is C-closed for all Ce E implies ee X, then X is E = ¢ - ¢losed.
Pp(X) = (e | there is a clause E = e in P such that X is C~closed for all C e E}.

p ition 1.3
(i) If P is total and complete, then Def(P) is the smallest fixed point of ®p.

(ii) If ®p has a fixed point X, then Def(P) < X.

Proof: »

(1) First note that if P is total and complete, then Ep C is the same as saying that Def(P) is closed
under C. We use induction on C to see this:

Assume Ep E = e. If Def(P) is closed under all C € E, then by IH kp E and since P is total we
have e € Def(P).

If on the other hand Def(P) is closed under E = ¢ we may assume Fp E and by IH it follows that
Def(P) is closed under all C € E, so e € Def(P). Since P is complete this means FpE = e.

So assume e€ Def(P), then =p E for some (E = €) € P which means that Def(P) is closed under
all C € E, so e € Pp(Def(P)). If ¢ € Pp(Def(P)), then Def(P) has to be closed under all C € E for
some (E => e¢) € P thus Ep E, so e € Def(P).

Now let X be another fixed point of @p. Define Fi-xC to hold iff if X is closed under all

C' e F, then X is closed under C. Then -y is a P - closed consequence relation:

Clearly }y is a consequence relation.

If FxE for some (E = ¢) € P, then if X is closed under all C e F we have e e Pp(X) =X, so
Frxe.If FE'}xC forall E'e D(e) and X is closed under all C'e Fu { e }, then since X =

= ®p(X) there must be some (E' = €) € X such that X is closed under all C' € E, and thus X is
closed under C. Since Ep is the smallest P - closed consequence relation we have Def(P) ¢ X.

(ii) Follows from the argument for (i). m

We will think of a property over U as a partal inductive definition over U. Thus to prove by

induction that P is "included" in P' means simply to prove that Ep' is P-closed.



2N 1 ion - 1
Let P be a partial inductive definition. The basic associated natural deduction calculus NP is given

by the following rules:
assumptions C
£
e
=1 E= e

..C...(Ce€E) E>=e

= E
e
Pl ...C... (CeE)
e
for(E=>e)in P
B
PE e c... E'€ D(e)
C

A deduction of C from F in NP is as usual built up from assumptions using the rules of inference.
E = e is the major premise in => E inferences and e the major_ premise in PE inferences. A cut in a

deduction is an atom or a clause which is the conclusion of an application of a I inference and at the

8



same time the major premise of a E inference. If a deduction D ends with a E inference, then we
may follow major premises of E inferences upwards in D - until we reach a cut - the maincutof D -
or an assumption. The branch we followed in D is called the main branch of D . We have the
following rules of contraction for eliminating cuts:

B
é .C... (CeE)
C... TE=. contr -
e ‘e
c'. .. c.
e c... contr :

If D has a main cut let Con(D ) denote the contraction of D at this cut.

Given this notion of contraction we define what it means for a dedﬁction D to be normalizable.
If D is an assumption, then D is normalizable.

If D ends with a I inference, then D is normalizable if the premisedeductions of this inference are
all normalizable.

If D ends with a E inference, then D is normalizable if D has no main cut and all minor deductions
along the main branch are normalizable or D has a main cut and Con(D ) is normalizable.

D is said to be normal if D is cut free. If all deductions in NP are normalizable, then if there is a

deduction of C from F in NP there is also a normal deduction of C from F in NP.

Proposition 2.1 F =p C iff there is a normal deduction of C from F in NP.

Proof: If F -pC, then we have a proof in a certain cut free calculus of sequents. The standard
translation of proofs in such a calculus into deductions in a system of natural deduction gives us a
normal deduction of C from F. We argue by a simple induction on the given proof. Let us just

consider a case in the induction step to illustrate how this translation is carried out:



. assume our proof ends with an application of the PE rule. By IH we have normal deductions

of C from E' for all E' e D(e), so

e C..
C

gives us a normal deduction of C from F.e.

So assume we have a normal deduction D of C from F in NP. It follows then easily by induction
on the lenght of this deduction that Fi=p C.

If D = C, then obvously F EpC.

D ends with an application of the = I or Pl rule, then it follows directly from IH that F=p C.
If D ends with a = E or PE inference, then it has a main branch since it is normal. D will then

have one of the two following forms:

E=e ...C'... (C'eB)
e
. C'
e é'.
cl
c

In the first case by IH FepCand Fp C'forC'e E, so F EpC. In the second case we have

10



E!

¢

Apply IH to this deduction and we have F,E' p Cfor E'e D(e) and thus Fp C.»

So the property of being a total definition corresponds to the normal form property of NP:

if FEp A and G,A kp B, then we have normal deductions of A from F and B from G,A. Put
these deductions together and we have a deduction of B from F,G. The normal form property
assure that there is a normal deduction of B from F,G thus F,G Ep B.

One may conversely interpret the normal form theorem as stating that the definition shown by the
introduction rules of a natural deduction calculus is total.

The NP calculus is a formal one in the sense that the rules can be given a semantical motivation
based on P only if P is a total definition. So the "real" calculus is to be thought of as embedded in
NP. We will consider a calculus NT(P) based on the notion of a total object:

assumptions C
2
e

=1 E= e

provided E = e is in T(P)

.C...(CeE) E=e¢e
e

11



...C... (CeE)

Pl
e
for(E=e)in P
where ¢ is in T(P)
e C... EeDe)
PE G

The notions of contraction, cut, normalizability etc. . . are formulated as for NP.

Proposition 2.2 If D is a deduction of C from F in NT(P) and F consists of total objects, then C is
also a total object.

Proof: By induction on the lenght of D .

If D is just an assumption, then we are done.

If D ends with an I inference, then by definition of NT(P) C has to be a total object.

So assume D ends with an E inference.

..é...(CeE) E=e
e

By IH E = e is a total »bject and thus e is also a total object.

H C... EeDe

12



By IH e s a total object, so if E'is in D(¢), then E' has also to be a total object. By IH then C has

to be a total object. =

Proposition 2.3 If FuU {C} consists of total objects, then

() if FEp C, then there is a deduction of C from F in NT(P),

(ii) if there is a deduction in NT(P) of C from F, then FEp C.

Proof:

(i) By an easy induction on the lenght of the proof of F =p C. In order to apply IH in the - = and
+ P cases we use the fact that if E = e is in T(P), so are all objectsin E U {e} and if e is in T(P)
and E = e is in P, then all objects in E are in T(P).

(i1) So assume there is a deduction D of C from F in NT(P).

If D consist of just an assumtion then clearly Fl=p C.

Assume D ends with an I inference. consider the PI rule as an example:

Since e is total, then E consists of total objects. So by IH F FpE.Thus Fkpe.

Assume D ends with an E inference:

..C...(CeE) E>e
e

Since F consists of total objects by proposition 2.2 EuU {E = e} consists of total objects. Thus
we may apply IH to get FEp E and Fi=p E =» €. Clearly F.E =p e. Now E consists of total
objects and thus FEpe.

¢ C ... E'e€D(e)
C

Using proposition 2.2 we see that e is a total object, each E' will consists of total objects. So we

may apply IH to get Fpe and FEkpC...So Fe Ep C and since e is a total object we have
FEpC. =

13



3 Clauses as types

}NP is a system of natural deduction in the usual sense, so we may consider some notion of
realizability similar to the one studied by Martin-L6f and others in the tradition of Curry and
Howards. So we think of clauses and atoms as types and the objects realizing these types will be
. descriptions of the structure of deductions giving the clauses and atoms as conclusions:

assumptions x:C

x}/ ; (CeBE)

b(x'. .)se

A AX...%x...):E=e

Ap aE> e »:C... (CeE)
a(b...):.e

O a:C... (CeE)

x A5 .. (C'eE)
. (E'  D(e))

aie Bx..):C. ..
[Ax...5x..)...]a:C

[1]

An object is called canonical if it is of the form (a. . .) or the form Ax. . .b(x. . .). The

computation rules for non canonical objects are as usual based on the rules of contraction:

14



. c:C..
bx...)e .
AX...Mx...):E=>e c:C... cont )
' Ax. . .5(x...Xc...)e bc...)ce
x/é a;C'.
a:C'. .. . contr
(a...):e x...):C... :
[Ax...5x...)...](.):C ba ..):C

As usual these computationrules preserve types. So we have what corresponds to partial

correctness: if a realizes C and can be computed into a canonical object b, then also b realizes C.

15



W4Nin f com ili validi

Tait introduced an elegant and powerful method for proving normalization in systems of typed
A~calculus by giving an intensional notion of computability for terms. (See [T]). This method was
adopted for proving normalization in systems of natural deduction by Martin-L&f. (See [ML1]).
Usually this notion of computability is defined by recursion on some wellfounded relation. This
means that in order to give such an intensional notion of computability our systems must be built up
in a certain syntactically wellfounded manner. It seems to me that the mere possibilty of defining ?
such a notion should not depend on syntactical properties of the rules of a given system. What
should be important is that we are concerned with an interpretation of these rules based on the

notion of substitution that is in terms of a system of natural deduction or a system of A-terms. So let

us consider a general notion of computability and validity as given by a partial inductive definition:

B
e
=1 E>e
1s valid if
B

e

is valid for all valid deductions of clauses in E.

(E=e) C (C €E)
e

is valid if all the premise deductions of . . .C. . . are valid.
A deduction D on => E or PE form is valid if it has a main cut and Con(D ) is valid.

Let V be the class of clauses associated with this inductive definition.

16



P ition 4.1
if FyD and D is on = E or PE form, then D reduces to some D’ on = I or PIform such that
EyD’.

Proof: If FyD this can only be beacuse =y Con(D ), so in finitely many steps we must reach some
D’ such that D’ is on = I or Pl form and =yD’ .=

Let us write |-y/C for "there is a deduction D of C from F which is valid" .

p ition 4.2

Fye iff there is a clause E = e in P such that -yE.

Proof: Assume ye. So we have a deduction D of e from some F which is valid. Now if D is not
already on (E =» e) form for some E it must reduce to such a deduction D’ according to 4.1. By
definition it then follows that there are valid deductions of the clauses in E, so yE.

And trivially if we have valid deductions of the clauses in E for some E = e in P, then we may

apply the PI nile to form a valid deduction of e.m

Prawitz has used such a general notion of validity as a central concept in discussions on a
foundation of a general proof theory. (See [P1,2,3]). But his notion is based on recursively defined
concepts and so not directly an example of a partial definition.

Let us form a definition V' by adding the following clauses to V:

all assumptions C satisfy V'

if D is on E form have a cut free main branch and all minor deductions along the main branch are
normalizable, then D satisfies V'.

This means we add a base to V. V' is Martin-Lfs notion of a computable deduction seen as a

partial inductive definition.

Proposition 43 If kyD ,thenD is normalizable.

Proof: A simple induction on V. Let us say that a clause E => D is normalizable if D is
normalizable provided all C e E are normalizable. Then let  be the consequence relation given by
“ifall Ce E are normalizable, then C' is normalizable". What we have to show is that  is V'
closed. We have to inspect the various cases. Let us as an example consider the case where D

17



.ends with a PI inference. What we have to show is that F+- D provided F D '.... for premise
deductions of D . Clearly if all clauses and atoms in F are normalizable, then D", . .. are all
normalizable and so is then D by definition. On the other hand assume F,D(D X C holds and that
all clauses and atoms in F,{D } are normalizable, then clearly all deductions in D(D ) are

normalizable and thus C holds. =

Proposition 4.4 If V' is a total and complete definition, then ky+D for all deductions D .
Proof: This is proved in the usual way using the fact that if V' is a total and complete definition,
then kv simply means "if. . .then...".

Thus by induction on the lenght of D we prove:

if A,B,C,...satisfyV' then

ABC. ..

(o satisfy V"

Since V' is total and complete V' corresponds exactly to the what we intended in writing "if. .
.then. . ." in our informal presentation of V'. Thus it easy to see that the induction goes through in

the usual way. (See Martin-L6f [ML1] and Prawitz [P1] for canonical examples of such proofs). m

For A-terms we have the corresponding notion of computability:

Assume we have defined a .suitablc one step reduction procedure for non canonical objects ¢ — ¢'.
(a...)is computable if a. . . are all computable,

Ax.. .b(x...) is computable if b(c. . .) is computable for all computable c. . . of appropriate type,
a non canonical object ¢ containing a redex is computable if ¢' is computable for ¢ — ¢'.

Let us say that a clause C is realized by c if ¢ : C holds.

4.4 Proposition
18



.. If Cis realized by a computable object ¢, then C is realized by a computable canonical object c'.
Proof: Any appropriate notion of a one - step reduction based on the contraction rules should
satisfy: |
ifa:Canda—b,thenb:C.

If ¢ : C and c is a computable non canonical object, then clearlyc — ... — ¢’ wherec'isa

computable canonical objectand ¢’ : C.m

19



g“Lct U be a universe of propositional variables. Let Prop be the class of propositional sentences built
up from U using the connectives L,A,v,—. As interpretations of the propositional variables we will
consider partial inductive definitions over U. The semantics of Prop will iteslf be given in terms of a
partial inductive definition over Prop:
TX),T(Y) = TXAY)
TX) = TXVvY)
TY) = TXvY)

(T(X) = T(Y)) = TX-Y)
So if P is an interpretation, then P& A iff p A for A in Prop.
This propositional logic is generalized in the sense that it covers a lot of different interpretations.
First of all it covers standard classical propositional logic:
consider the interpretations P consisting of clauses =>p. Then it is easily to see that T,P is a total
and complete definition thus:
TPEpiff =p isinP
T,PE= AAB iff TPEA and TPEB
T,PEAVB iff TPEA or TPEB
T,P=A—B iff if T,PE A, then T,PE B.
If P consists of all clauses p => p, then T,P gives the standard interpretation of logical
consequence in intuitionistic propositional logic.
Consider all interpretations P where we have clauses = p and p = p such that P does not contain
two clauses with the same conclusion. The we will have a certain three valued logic where p = p
means that the truthvalue of p is not known. (See [H2] for a discussion of this type of
interpretations in connection with non monotonic reasoning).
And of course we will have a lot of interpretations that will give a non standard interpretation of
implication.
It is easy to see how to also consider predicate logic in this manner. Partial inductive definitions will

then define predicates over a given Herbrand universe.

20



When we think of the semantics of a formal system as given by a partial inductive definition we
think of the semantics in iteslf as something elementary given. The true complexity of the semantics
enter into the picture when we try to isolate the total objects of the definition. A canonical example
that illustrates this situation is of course the syntax and semantics of naive set theory:

Prop(1)

(Prop(A),Prop(B)) => Prop(AAB)

(Prop(A),Prop(B)) = Prop(AvB)

(Prop(A),Prop(B)) = Prop(A—B)

{Set(a) = Prop(A(a)) | a €U} = Prop(VxA(x))

{Set(a) = Prop(A(a)) | a €U} = Prop( 3xA(x))

(Set(a),Set(b)) = Prop(a=b)

(Set(a),Set(b)) = Prop(aeb)

{Set(a) = Prop(A(a)) | aeU} = Set({x | Ax) })

(True(A),True(B)) => True(AAB)

True(A) = True(AvB)

True(B) = True(AvB)

(True(A) = True(B)) = True(A—B)

{Set(a) = True(A(a)) lae U} = True(VxA(x))

(Set(a),True(A(a))) = True(3xA(x)) (ae U)

{Set(a) = (True(ae b) = True(ae c¢),True(ae c) = True(ae b)) lae U} = True(b=c)

(Set(a), True(A(a))) = True(ae {x | AX)})

Where U is a large enough universe of expressions.

The usual distinction between sets and classes will here be embedded in the distinction between total
and partial objects. What wé get here is a view of set theory as a language which is very different

from set theory as an axiomatic description of the universe of sets.

The syntax and semantics of Peano arithmetic can be given as a partial inductive definition in the
following manner:
(True(A),True(B)) = True(AAB)
True(A) = True(AvB)
21



) Truc(B) = True(AvB)
(True(A) = True(B)) = True(A—B)
= True(N(O))
True(N(a)) = True(N(s(a))) (ae U)
(True(N(a)), True(A(a))) = True(@xA(x)))
(True(A(0)), {True(N(a)) = (True(A(a)) = True(A(s(a)))) | ae U}) = True(VxA(x))
True(a=a) (ae U)
, Trﬁc(a=b) = True(s(a)=s(b))
Note that True(0=s(0)) = 1 will hold. This follows by an application of the P | rule.
This definition is then a total definition.
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AR INTRODUCTION TO 8

Im
tions

this mote,

. BASIC SET CONBTRUCTS

We may denote a set by a symbol.

L The EMPTY SET (with no
NAT The set of ratural

NAT
is the ewmpty

construct
givean

we shall latenr
s0 far (God)

T hat

14

Mot e

whiidoh

We may also deriots sebtas by msans of
ture the idea of consdtructing new sets

three such constructs called INDEXATION,

we introduce various slementary

(spe section B)
mat {F.

ET NOTARTIDNG

set theoretical rota—
Examples of these are

membe )

Munmbers

#0 that The only set

various notations intended to cap-
from already known ones. There are
CARTESIAN PRODUET, and POWER DBET.

NoB: [l motations used in this presentation are summarized in Aooendix 1.
1od. INMDEXATION

Lornstructing & set by indexation consizts in givivg the genmeral * Fforw’
af ites menborg, The form i acouestion is supnosed to bhe an expression
wrcdexaed by a wvariable ranging over ail members of ancther set. For
instance, the Ffollowing set is the set of perfect socuarezs of mnatural
rutabers; that is, thne set whose smembers have the gensral form "v*n’ for all

iz rs m

Fr. (M ANAT L omEm)

Mo e

germarally, given a variable x, a

40N the set whosse nenbhers have the

cdevicted by
. (nis & B L ED

Wiy ode TF

wa @immnli fy

{xsa &

TRUE | R

Note that we have nob yvet axiomatise +He
will b dome in section 1. 4.

set %, a

the gonstract

predicate & and  an  expres-—

TFarm® = for x in s such that P is
as follows

DEFINITION
(membershin? predicate "xig', This



—
.

N, ED ALY definitions are summarized in Appendix 3.
1o DARTESIGN PRODULCT

The cartesian product of two sets s and t is the set whose mewmbers are
all DRDERED PAIRS of members of 8 and tp it is dencted by 's*t°. As a nota-
tion fFor the pairing operator, we shall use either 7,7 or 7 1-)73 wmovre,pre—.
misely  Tx,y’? and *ri-Yy' are altermnate notations for the pair made of x
and v in that order. Neote that pair sguality idis axiowatised DIRECTLY as
follows

{a, = {c, ) = {a=c) & (b=cd) AXTOM

NeBr Al axkioms are summarized in Apoendix 2

1o ROWER SET
The power set of a set @ is the et whose members are all sets
INCLUDED inm 8 (see sectiorn 1.5 it is denoted by "FPOWis)".

MEMBERSHI -

As we have iwmplicitely adwitted in previouws sechions, a BET I8 CHARAD-
TERIZED RBY ITH MEMBERS. Set membership is formally defined by means of the
nradicate "xiz! which can be vead 'x iz a wember of 7. Membhershio is
definec recursively for the three previous constructs (as well as for the
enmpnty set) using Predicate Calculus as follows

i

yi®x. (xig & RO OEY = #x. (xis R R & y=E) AXIOM
(%, y) ist = coxieg & yit - AX IO

@ 1 (L) = Px. (xi® =) xit) AX I10mM

ot #Hx. (il AXTIOM

1.5, SET INCLUSIONM

Membevshin of & power set is called set inclusion, fovrmally

5 ino bt o= siR0WE) . DEFIMITION

Belt inclusion iz & PRE-order sines it is abviously refexive and transitive,

orme s ly

1]

it

& OLNe B
= ing b & b ive o ow o= 5 ine u



1o €. BET ERUALITY

Sivce a st is charactevized by its wembers, we have

I, (g = xilh) =) (g=t) ) AXIOMm

T
i

his leads o tne following which is gasier to use in practice and makes
set inclusion a PARTIAL order

Boive 5 & 9= inc 6 = {(@=t)

2. DERIVED CONSTRUCTS

We define rnow a collection of derived constructs: namely, set
comprehtension, set extension, union, intersection and complementation.

21, COMPREHENSTON

A set is defined in comprehension’ when its vembers are exactly the
menbere of a given set such that a certain predicate holds. Set cowmprehen—
asiomn can obviously be defined as a special case of indexation: +the 7 forw?
of the menbers ig Just the indexing variable itself

I 1 o wig & By o= $x, (xis & B 1 x) DEFINITION

Hade EXTENSION

A set can also be defined 7in extension’” by am explicit enumeration of
its mewnbars supposed to be already mesnbers of a given set. Such an enumera-
tion is a soecial case of comorehension. For instance, if a and b are
wembers of &, Lthen we have

{Lak w=o{x | oxits & (x=al)l DEFINITION
Ta,bhr = Lu | wig & (x=a or x=)%¥ DEFINITION

Fa e UMIOCN AND INTERSZCTION

Biven a set o which haospens to be a wewber of HOWROW(s)) for some set
@, The (gensralized intersection) of u, denoted by “inter{u)" {(oniy defined
IF w dis mot empty), is the subset of s whose wmembers are members of all
menhers of w, formally

K

riot (u={¥) =) interiu) = {x | xig & 'v. (ysiu =} x=y5} EFINTITION



Examnpla
inter{{{a,b,c,d¥, {b,c,er, {d,b,c,er¥) = {b,c?

Likewise, the (gemneralized) union of u, denoted by "union(w)”, is the sub-
set of ¢ whose wembers are members of at least orne wmewmber of w, formally

unioeniu) = {x ! xis & #Hy. (yiu & xiy)l} DEFINITION

Example
inter{{{{a, b, oc,d¥, {b,c,e¥, {d,b,c,er)) = {a, b, c.d,e}

Gemeralizred intersectioms (reg. unions) are greatest Llower bDounds (resp.
least upner bounds). More precisely, the intersection (resp. uniorm) of the
wet (of sefts) 8 is the greatest (resp. least) sel which iz smaller (resp.
ereater) tham all its members; Formally (if 8 is not ewoty in the case of
intersectiaom

tim  owmy inter{s) inc t ' ' it is a lower bound
T"L.fhis =} u inc ) =) woive inter(s)) it ig the greatest of them
Lae o= toivic union({s) it is an upper bound

L. (Ese o=y b Ano Wl =} urnionis) inge w it i the least of them

The classical overations of {(swall) union and (small) intersection of sets
are now defined as special cases of the corresponding generalized opera-—
tioms. More precisely, givern btwo subsets a and b of s, we have

avs/bh = uniton{{a,bd) DEFINITION
as/“\h = inter{{a, b DEFINITION

Nobe that this defimnition allows us to define zet in extension when there
are more than two elements, formally

I, w,2d = {x,y*I\/ixz}

~

o EOMES EIMENT

Giwven a subset & of @, tre complewent of t with respect to s is the
sunsaet of @ whose vwembers are not members of ¢, formally



gt = L | owKie & mobixit) > DEFINITION

Note that 1iFf s—-t is empty thern 8 is inmcluded in %, therefore ecual to it
sinvce t is, by defirnition, already included in s, formally

g-t = {F+ = mot #x.xis-t
‘ = w0t #Hx. (ig & riob{xit))
= PRa (g =) 2t
= o5 ing b
e RINARY HELATIONS
Fele DEFINITION
M pirvary relation » with SDURCE s and DESTINATION t is a subset of the

carbtezian  progdact of s and t. The set of all such relations frowm & to £t is
deroted Dby s{-rt, Fformally

g{-—3t = DWW {skt) DEFINITION
Txample

LE2i=-Ya, 3Il=rd, 4l-dn, 4i->d¥ 1+ {1,2,3,4¥(=r{a, b, o,d?
Fewe DOMAIN AND CO-DUOMAIN

Hivern a relation v of s(=2t, the domain of » i
mEmbers - ars  related Yo at least ome elemnent (o
rel

domain of v i the subset of © whose menbers are
giemant (af s). Formaliy

- subset of 8 whose
Bimilarly, the co-—
d to at least one

&
“
{

Nt

th
t
ate

dom{r) = {x | xig & #Hy. (x,y)irk DEFINITION

cod () = Ly Fowib & #x, (x,v)Eir) DEFINMITION
Examnle

dom({Zl—-2a, Ji-id, al->h, 41-dc?) = {2 3, 4%
cod ({2i~>a&, 3l-rd, at-—-ibh, 4i->d¥) = {a,b,d?

- e s, 2 s e,
winm ot

S DT TON

Given three sets u, v, and w and bHtwo relations r and s fFrom u $to v and



v ko w respectively, the comgposition "ris" of r and 3 is & relation with
ouree o and destination w such that

s o= M, ® b X, Ziudw & v, ((x,ydir & (y, =) is) ) DEFINITION

Examphle

{Ei=>a, Jl=d, 4i-)b, al=-)dr:{al—=>0, al->5, oi->i, di-)37
£ |

S0, 21T, Fledd, 41->3F

Domposition is associative

Fo dw EMETY AND IDENTITY RELATIONS

Two special relations play am important role, the embty relation
{which  dis rnothing else than the ewmpty set) and the identity relation built
on A cerbain set. Here is the defFinitiorn of the second one

itentibty(s) = SHx. (xIs | x,x) ‘ DEFINITION
Tor exanple, we have
identity {a, b, o) = {al-2a, bi-dh, cl=->ak

Here are some properities

ety o= {F
{Yer = {>

Bl

™
1

rridentity (codir))
identity (dam(r))or = ¢

dami{irsas) = dom{ryidentityl{dom{s) )
cocireg) = codlidentitylcodir)) is)

identisy (s8) gidentity (8 =jdentity {s/\t?

S . REGTRICTION AND CO-RESTRICTION

Given a relation » of sd{-rt, a subset 4 of 5, and a subset v of &, the



restriction of r o ¥ is defined to be

iclermtity () ey

arid the co-restriction of r to v is o

rridentity (v)

oy s oo, 1 m
Ewanms e

idevmtity (41,2, 31 {21 —>a, 3l->d, 41-Yh, 4i->d¥

i

{21->a, 3i->dr

{2i=Ya, Il->d, 4i=-Yh, 4l->d}ridentity({b,e, f})

it

L4i->b2>

Sa & CONVERSE

A

The converze » of a relatiorn r» of gs{-)t is defined as follows

Y o= Ly, x ] (y,x)ites & (x,y)iry DEFINITION
Here ave various prooerties of the converse

(ras)™ = g™ap™

P =

identity (W)™ = ddentity OO
LF™ - = Ly

dom{r™) = codir)

ool (r™) dom ()

H

3. 7. ITMARBE

Biven a relation r of s{-2t, and a subset u of =, the image of u under
rods the subset of t whose mewbers are related to at least ove mewmber of u,
Farmally

image (M) () = {y | yit & #Hx. (xtu & (x,y)ir)} DEFINITION

Example

image ({Zl-ra, St=dd, &4l-)b, 4l=) ad¥) ({2,4%) = {a, b,d}



Here are some propevties of images

image (r) (W) = pod{identity (WO )
image (s) (image(r) (W)} = imagel(r;s) (L)

image () (uN/v) = image{r) {W\/inage(r) ()
cod(r) = image(r) (s}

cdom(ry = image{r™) (t)
GeB. UNION AND O INTERSECTION
Relations being sets, it is possible to uniorn and intersect them as in

Nl
H

o

m LR

b

&, Si=>d, 4l-Yb, a4l-3d> N/ {L11->F, - 21-ra, 3Il-rckr
R, wi=yd, ail-dhb, 4l->d, 11->Ff, ZIi->c?

{&1=%a, 3t-)d, 4l-db, 4l-3d} /N L11-)F, Z1-da, 3l-rct
= {21->ak ’

Here are some prooerties of the union and intersection of relations

dom{r\N/s) = dom(rIN/dom(s)

ry (EN/s) {rsti)N/{rysd

{rN/s) 1t (rebiN/ (st

(rN/s)™ = opN g™

(r/N\g)™ PMANE™
identity (N identity(v) = identity (u\/v)
ident ity () /Nidentity(v) = identity (W/\v)

il

i

i
i

H]

Jw F. OVERRIDING

The overriding of relatiom » hy relation = (both relations being
mevbers  of wd(-)v) is denoted by “r{(+s"r it is also a relation from u to v
outalned by revoving from v those pairs whose first elements are wmembers of
The domain of 8 and thern by making the wiion of the resulting relation with
%, TFTovrmally

Pt owm (ddemtity(u—domi{s)) erdI\/s DEFINITION
Example

LEt=da, 3Ii-dd, 4l=db, 4i=->d} (+ {Zi=db, Il-de, Li->5)
= {Zi-db, 3l-de, 4l=Yb, 4&l-dd, 11-=)>%}



Overriding is associative
(rd{+g) (+ & = pr {+ (s{+)

4. FLUNCTIONS C . o
b Lo FARTIALITY V8 TOTALITY

A partial furnctiorn with source s and destination t is a relation of
(=2t suchk that ro two distinct wembers of + are related to a single wmewmber
f g. The set of such Functions is denoted by “s+->t". Here is its defini-
ion

o

<

mb=-dlb o= {pr | rig{-2t & (r¥:m)tidentityl(cod(r))? DEFINITION

A total functionm from  to t is a partial function Ffraom s to t whose domain
is equal to . The set of such Functions is denoted by "s-—3%", formally

g3t = {F~!.F=5+«>t & dom(f)=slk DEFINITION
Frogerties

Fig+—2>t & git+—ru =) (Figlis+t—du

fig—>t & git——twu =; (Frg)is——iu

Fim+=2%t & gig+—2t =) (f+g)isg+-2t

fig+—>t & gis+-2t & dom(Ff)/Ndom(g)={} =) F\/gis+-2%
4.:%. EVALUATION
Givern a function f in s+->t, and a member x of dom(f), the value of f
at % is denoted by Fix). It iz defined indirectly by the following axiom
Fig+—>t & xidom(F) =) x,Ff(x)sF AXI10M

Eraperties

Fig+=>t & widam{f) =) F{x)icod{f)

Fret—3t & git+—-2u & xidom(Figl) =2 (Ffig) OGO=g(fix))



- 10 -
W G DONSTRUCTION
Given a set s and an expression E with free variable x, the set aof
]

paire of the Form (x,E) for all x in s is a function dencoted by %x. (xis
EY, formally

K. (xie | OE) = dx. (xism oM, EDC DEFINITION
Examnle (the scuare functior)
Hr. (RINAT | x#¥x) = {Q]-2>0, L!-=-1, 20-r4, 3T1-33,...7%

The Ffollowing oroperty relates function evaluation to substitution

Y. Ixis =3 Eit) =) (%X. (Xfg | E)ig—--3%t

Tn,o (8w =) Eitr & ats =) (%x. (xis | EY(a)y=[xi=alE
Example

(Y. (HEMAT | x*¥x) {3 = [xi=03](x#tx) = Z%T = 9

Ao e INJECTIVE FUNDTIONG

An injective Function is a function whose converse is also a function.
We consider partial @ and total ingective TFurnctions from 8 to t denoted
respectively by s¥*+rt and s%*-3t, Fformally

g¥+rt = {F | Ffig+—3t & F¥it+—>asl DEFIMNITION
s>t = omEedE S\ -3t DEFIMNITION

Tropert ies

<r

*¥+dp =y (Farg) igk+dt
#®bdg o=y (Fgld isH+dd

=k

s

Se COMSTRLLCTING MATHEMATICAL JRJECTS

In Mathevatics, objects obeying ologed ’definitions’ are Freaguently
ercountered. For instance



1 Finite set is sither the empty set or the set obtained
by adding a single element to an already given finite set

A Natural Number is either O or the vumber obtained by adding
1 tno an already given MNMatural NMumber

A fFinite seguence is either the empty sequence or the seguence ;
abtained by appending an element to the end of an already
given seguencs

A binary tree is sither the ewmpty binary tree or the tree obtained
by Toubkting together’ two already given binary trees

-
4

1oeach case, the ildea is that the entire set of objects can be "generated’
im this way. MHowever, the trouble with such definitions is that they do not
lgad maturally to formal expressions using set comprehension. The best
Ehivg owe  can  do iz to write down the properties stated informally. Fore
instance, ivm the case of the set NAT of Natural Nunbers, we have

OiNAT
re (MENAT =) suocinm) INAT)

where "succ" is supnosed to be the function which *adds | to a number’.
SGinee we Tknow' that all matural muwbers are charachterized in this way, we
cart simplify the previous properties as follows, by using the image oopera—
tor "image" defined in section 3.7, yielding

NAT = {O¥I\/image (suce) (NAT)
fAs you can see, bthe set NAT obeys am equation, of the gengral form
NAT = germat (NAT)

where "gerrmat" is supovosed to be a certain set Funcotiow’® . For obvious rea-—
BOVIS, such  an eguation is said te be a FIXPOINT egquation. fAs all sxamples
apove (and many others) follow this general scheme (that is, obey a fix-
point etyuat iond, it ig certainly worth investigating the possibility to
define a {(or mavbe *the’) fixnoint of a furnction. Let *Ffix’? bhe this
hwypathetical oparator. " In the exawmple of the mnatural rnumber above, and up-
to the determimnation of the generabting function "germat", we have

NET = Fix (genmmat) that is, NAT 48 *the’ set s suckh that s=germat (s)

Im wihat follows, we First give the definition of 7" fix® and thern construct
various sets using this techmigue.



Givern a set s, and a total function f from POW(s) to POW(s), we defirne
Fix () to bhe the (generalized) intersection (see section Z.3) of all sub-
sebs ¢t of 5 such that f(t) is irncluded in t, formally

Fix(f) = inter {t | tiR0OW(s) & F(t) inc t2 DEFINITION

Frow the greatest lower bound properties of ? inter’ (section 2.3), we  can
immediately deduce the following

(1) LsROWls) & f(b) inc t =} Fix(f) inc &
() e, ((HePOW(sY & FE) inc ©t = u inc t©) =3 woine Fix(f))

Moreover, we suppose that the function f is MONOTONE, that is
()Y % inc vy =} fx) inc fy) for all x and vy in RPOW(s)

We rnow prove that "fix{(f)" is indeed a fixpoint of f. For any t such that
Y POW (s & f(E) ine £, we have "fix(f) inc t" after (1), hence after (3)
we also have "F(fix{(f) inc ft)", therefore "f(Ffix(f)) inc £ hy tranmsi-
tivity of inclusion and since "Ffit) inc t": consequently, after (2) where u
is reglaced hy "F{(Fix(FI)}", we have

(4) FAFix(F) inec Fix(F)

Corversely, after (4) and because of (3, we have VUF(F(Fix{fr)I inc
FOFin(F23", therefore, after (1> where t is replaced by "F{fix(f)1", we
have

{(3) Finlf) inc FiFfix(f)

We have just re-proved Tarski’s theorem stating that Fix () is indeed a
Fixopoint of F iFf f is mometorne. We lmave it as an exercise for the reader
to prove that Fix(F) i=s the LEAST such Ffixpoint (hence Justifying our
imformal uwsags of "the’), formally

Fi{f) = FIFinl{f))
TEPOW(s)Y & t=F{t) =) Fix(f) inc t

The Fact that fFix(f) is a lower bound leads directly to the possibility to
prove properties of Fix(F) BY INDUCTIOM. More precisely, suopose we like bto
nrove that all members of Fix(Ff) enjeoy a certain property B, let t be the
suhset of Fix(f) where the property holds



o= Lx O xEFix(F) & B} we obviouly haved t oine Fix(F)

If we are able to prove that Ff(t) is included in %, then, after (1), Fix{F)
will be included in t, therefore be egual teo it: formally, this corresponds
to the Ffollowing proof method

Fldx | xeFix{fr & F¥) inc x| xifix(f) & R} =} Ia (xE8Fix (f) =) B
B, FINITE SETS
Given a set «, we demnote by *FIN(s)' the set of its FINITE subgeté. We

obviouwly like to have "FIN(s)? enjoying the following properties

{
x

85 Ayd

TFIM
s &

)

{
tiFIN(s) =) ({xFI\/L)IiFIN{s)

These properties leads us to the construction the following set function

genfin(s) = %z {(z:iPOWROW(sI)Y | £{FF N/ $(x,t). (x,tis®z | {xI\N/%t))

DEFINITION

t

We define "FIN(s)® to g the fixpoint of thig function
FiIN(=) = fix(genfin(s)) DEFINITION

Therefore, and since the above Ffunction can be proved tao he monotone, we
have

FiNis) = genfin(s) (FIN(s))

= fzs=FIM{s)I{LLFF N/ B(x, ). (x,big®z | {xIN/t)2
= LEFE NS Bk, b)), (X, bis¥FIN(s) | {xI\N/E)

Comseguaently

LIFINCs)
Kig & LIFINMIs) =) {({xI\/t)FIN(s)

We mave constructed a set with the desired property. s a by-product  of
this definition, we have an inductive method to be used in order to prove
properties of finite sets, formally



Che=L3IR & ‘L. (LAFIN(s) & I =) Ix. (xtg =) [t

={xIN/TIR) ) = lE.(LiFIN(s) =) )

For inmstance, we can easily prove the following by induction

£IFIN(s) & WIFIN(s)Y =) (£\/u):iFIN(s)
FEFINGg) & wifFIN(s) =) (E/Nu)iFIN{s)

7. INFINITE SETS

foset is said to bhe INFINITE if it is mot ong of its finite subsets,
Fformally

infinitel(s) = not(siFIN(s)) DEFINITION

Arn dmportant property of infinite sets is that they are indeesed infinite;
more precisely, if €t is a finite subset of an infinite set s, then the com—
plement of © with respect to s (see section Z.4) is not ewmpty since, in
this case, t would be eaual to s therefore he infinite, formally

infinite(s) & t:1FIN(s) =) noti(s—-t={})

Finally, we postulate the existence of an infinite (God given) set that we
mane RBIGE

infinite(BIG) AXIOM

8. NATURAL. NUMRERS
8. L. DEFINITION

Let us state again the caracteristic oproperties of natural nunbers
that we want to achieve i

QENAT
mEMNST =) suecin) INAT

The problem here is more complicated thamn in the previous case Dhecauss we
have to define from sceratch the function "suce’ as well as the constant
TG, The only sets we know so far are the ewpty set {1} and the infinite
sl TRIG . We have also a formal defimitionm of the conecent of " Fimite sub-
sets’ of a given set. The idea is to represent sach natural riumber by a
Finite subset of BIG: therefore O is obviously {2



0 o= {%F . DEFINITION

Given a rnuwmber n (that is, a finite subset of RBIG), we would like +o con-—
struct its 'successor’, an operation which, operatiomnally, can be performed
by adding a NEW element to m (that is, an element choosen in BIG but ouside
). Te this always possible? The answer is yes, since, by definition, n is
a fFinite subset of the infinite set BIG (see section 7). The next aquestion
ist how are we going to choose such an elevent? Well, we shall suppose that
we always have the possibility to choose an element in a set (provided the
sel in ouestion 1is nmot ewmpty of course) thanks to a (Bod given) CHOICE
FUNCTION called "taw’ and axiomatized as follows

ot (s={3}) =) tauls)is AXI0OM
Here ji@ the definition of 7 succ?

suoe = %r. (MAFINBIG) | {tanlBIG—r) X\/m) DEFINITION

The definmition of NAT follows: we defime a function 7 gennat’ whose least
Fixpoint is NAT

genmnat = ZAs. (sIFOWFIN(BIG))Y | {OX\/image(succ) (s)) DEFINITION

NEAT = fix(genmat) . DEFINITION
As a consequence, and since "gevmat’ can be proved to be monotone, we have

NAT = germat (NAT)
Cei=NATI ({OF\/image(sunc) (8))
LOXN/image (suce) (NAT)

it

We have constructed a set with the desired property. In  what follows, wes
use alsog the constant "NATL1IY to denote the set "NAT-{OX".

Re o we know, this comstruction gQives us the possibility to nrave | oro-
perties of matural vuwbers by induction: in this case, the induction prin-
ciple exhibited in section &. can be re—-stated as follows

EriasQlR & '"mo (MEINAT & P =) Ini=succo(n) 1) =} Per, (MEINAT =3 [

It is also pussible to prove the remaining Feano axioms, namely
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NENAT =3 rnobt (succe () =0)
MENAT & meNQT = (suco () =suce {m) =} n=ml

The oroof of the last Peano axiom (the injgectivity of "suce’) is not very
simple. In fact, it requires the proof of a very important property of
matural number which says that two matural nuvbers are included in each
ather, formally !

mENQT & wmiINAT =) (v inme v) or (n inc w)

The irnglusion relation For matural nuvnbers is the usual "gsmaller than’
relation  which ig thus a TOTAL order. We can also define the MINIMUM of a
nom empty set of matural numbers as its gemneralized intersection, formally

SIP0OW(NATY & notlas={} =) min{g)=inter(s)

OFf course, min(s), being a lower bound, is included in all wewbers of s; we
car alsh nrove that this greatest lower bound is indeed a member of s (this
cowes From the fact that all members of s are ewbedded in each other), for-
mally

si[0W {INATY & nobt {(a={}) =) minis) is

We have reconstructed the classical properties of the minimum of rnon—-empty
subsets  of natural vumbersg and so proved that the “smaller tharn® relation
is a WELL order (since every mnon empty subset of NAT has a least element).

8. 7. RECDCURSION ON NATURAL MUMRERS
Givern a set s, an elewment a of & and a total furction g from s to s,

we wonid like to construct a total function f From NAT to s, obeving the
Following specification

F (D) = E
Folmucoind) |

0 g

4

{(F(m)) whern it nakes sense

i

DF course, we €o ot knew yet whether such a function does exist and even
inm this case, we oo ot know what its domain is (s0 that an expression such
azg "FOOY dis, Foar the moment, very dubious)., In order to const ruct  F, we
shall wse the following strategy: first, we construct a relation from NAT
to s, and second we prove bthat bthis relatiom is & total function obeyinag
the reguired specification. For this, we define the following (reliatiow)
fumction Tgenf’ whose least fixooint is



genf = %F, (MINAT{(=)s i {0I~-Yalr \/ succ™ihiig)

f = fix(genrnt)

Sirnce ’genf’ is obviously monotone, we have

F o= L0l-rar \/ succ™:ifig

We mow prove by INDUCTION that the domain of f is NAT and that f is indeed
a furnction, formally .

+

e (MEINAT =) #Hy. (n,y:f & !z

We leave thiﬁ proof as an exercise for the reader {(use bthe
restriction of "guce™" to NATL ig a total function frowm NATL ombto NATY. (s

is easily shown, we have eventually constructed & fuwnetion enjoyving  the
regulred properties.

fact that the

8.3, ARITHMETIC -

In order to construct arithwmetic iv a comoletely formal

way, we can
define acddition and multiplication by recursion as follows

m+3 = m

mEauce (n? = succ {im+n)
¥l = 0

mEseo () = nEn-km

We could also have define the ITERATE of

a ralation r with source and des-
tivation the same set s, by recursion

iterate(r) (O)
iterate () {suco (n))

it

identity(s) .
iterate(r) (M) DEFINITION

The following properties being sasily proved by induction

tetb-rg =y iterate(f) () is+-dg

¥
Fig—-=tg =) iteratelf) {(n)ig-—-2sg

Ard then, we could have define addition

ard multiplication of natural
mumbhers asz follows



m+r = iterate(succ) (n) (o
ey = iterate(iterate (suce) () ) (n) (O)

Differernce and divisiorn can be defined as 'converses’ for addition and mual-
tiplication )

]

{in~r1) +1 0 if ow is greater than or eaual to n
v/ ¢) %51 = m if n is not eqgual to O

We leave it as an exercice for the reader to prove all elementary arithmet-
ical oroperties. '

For pach Finite sets of & set s, we can define its CARDINAL as  the
rivvber of elaenentsz il contains

FIFIN(®) =) card(t) = min {nINAT | triterate(genfin(s)) (n+) ({1
I fact it can be proved that the infinite seguence

¥, iteratel{genfin(s) {13 ¥, ... , iterate(genfin(s)) (M), ...
cornveragas to FIN((g): wore precisely, we have

FiN(s) = union $n. {n:NAT | iterate(genfini{s)) (n) ({3
Fs a conseguence, the operator "min' is correctly used in the definition
of Yocard!" since the corresponding set is not empty.
9. SEQUENTCES

A gequence built om a set & is either the empty seguence or the
geguence obtained by pushing’ amember of x at the beginmming of a given
saguence. In order to formalise this clogsed defintion, we need to make pre-—

cise this idea of pushing’. Given a partial funmction £ frowm NATL to a set
5 and a member x of &, we defire "x—->s" as follows . "

®-rag o= L=y PN/ (succ™is) DEFINITION

Informally soeaking “"x-)s" *pushes’ % at the ’beginning’® of s; for instance
W ave

w=d Lt l=dy, Bl=dzr o= {1i-dx, Fi-dy, Ji-=dz}
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Thi evpbty seguence {which is mothing else than the awpty functiom) is
denoted by 2. The set of fFfinite seguences built on s is denoted by
"waol(e) " this is the fixpoinmt of the function “gensegi{s)’ defivned as fol-
lows

gensedq (s) = %F. (gfFIN(NATLI+-)g) | LOFN $(x, Fr.(x, fFiaxg | x—>Ff))

seq(s) = Ffix(gensenq(s)) DEFIMITIONS
As a consegueance, wWe have

rimaeg(s)
X1m & fFilseg(s) =) x-)€iseql(s)

It can be shown that & sequence s a function whose domain is  an  INTERVAL
From 1 o a mnatural mnuwber m (denoted by "i..m"); more precisely, 1t can be
proved that "seqls)" is egual to the union of the sets of functions having
such domains, formally

sea{s) = uniom $n. (MINAT | {(l..mn)—-—2s)

Far gach seguence s, this number » (which is the cardinal of the dowmain of
) is ecalled its SIZE, formally

size(a) = card{dowm{s)) DEFINITIGN.

Mote that the ewpty sequence is +the function with domain the interval
"1,,0", hence of size 0@ sequences defined in extension are special case of
sets defined in extension; conseguently, we use a special notation as shown
an the following example ‘

a, b,a) = {1ll->a, Zl->b, Ii-ral - DEFINITION

Fraoperties of sequences can be proved by indwuetion. Here is the statement
af the corresponding principle

B lm. (misealt) & B o=) Ix. (xism =) [si=x->slf)) =) i, (siseal(s) & )

1
@
e
ii
-
'
i
RE]

fs Far matural numbers, sequence Functions can be defined recursively Dy
givern trelr value at " O and then at "x=rs" in terms of their valus at s.
Examples of these, are functions to corcatemnate two seguences Yes*g', to
appenc an element at the end of a sequence "s{(-x", o reverse a sequance



P Y s .

"t oy to do bthe generalized concatemnation of a seguence of  segquences
"eovmofls) Y, formally

OF 31 = g DEFINITIONS
{x—>x) %t = K=} (g¥t)

3 A~y = y—) {2

(=2} {~y = X} (s{-y)

Ly = {3}

{x—=>s)™ =g (=)

cornc{s? = {2}

i

cone{k—ras) XK*oone (s)

The Following properties can easily be proved by induction

s () =g

s¥ (L*1d = (gt ) %

S# (L {—x? = (g¥*t) {-x

(g {—x}*t = ¥ (K->t}

(g {-x)"™ == 5

(gt )™ = fRsT

conc(s*t) = concis)*conc (L)

10 TREES
12,1 BINARY TREES

A BINARY TREE is either the null binary tree or the tree obtained by
considering two binary frees in a certain order: one is said to be the LEFT
subtree and the other one the RIGHT subtree. This closed definition can be
Formalised using, of course, a certain fixpoint., Given two sets bl and b2

of seguences built on the set {0,1), we define the function "cons" as fol-—-
lows

cong = %{(bl,h2). (bl,bRiFIN(seq{Q, 1) #FIN{gea{d, 13) !
{0 N/ $s.(sthl | O-)sg) N/ $s.{sib2 | 1-rs))

DEFINITION

For example, we have

cons (40, O, (1 X L0, ), 0, M)
= O, 40y, (0,0, (D, 1y, {1y, (1, 0r, (1,0, 1)

The mnull tree denoted by "NILY is simply the empty set.



MIL, = {2 . DEFINITION

The set BIN of birmnary trees can thew be defined as the fixpoint of the fol-
lowing function "genbin®

genbin = %s. (83FIN(seq({0, 13 1 - {NIL} \/ image({cons) (g*s))

BIN = fix(genbin) ' C DEFINITIONS
The functiorn "genbin" is obviously morotone, so that we have

NILIBRIN
BI¢BIN & b2:iRIN =) cons(bl, b2) 1BIN

Here is an example of binary tree
LA

LoDy, (0,0, 0,1y, <1y, (1,00, <(1,0,1>%

Thig tree can be pictured as follows

AN
/N7
AY

Frvr incduction principle follows from this definition

The=NILIP &

Pll, B3 L (Bl tBIN & BESBIN & [bi=pR11P & Lbhi=hRIF =) [bhi=cons(bl,bZ)IF =3

e (DEBRIN =) )

10, %, LARELED BINARY TREES

We carm also form the set of LABELED bimnary trees "bin(s)" builst o oa
ocertain  set 5, Such a tree is the umion of all furctions whose domain are
members of BIN

himis) = union $. (DIBIN | b-—)s)

Note bthat "bin(s)" could alse have been defined as a Fixpoint., In fact the
cornsetructing Fuwnetion like "suced{m ", for natural numbers, "x-rs™ for
sequences , or  Ycomsibi¥ For binary trees, is dencted this time by
PhlsxNRRY, a0 that we have the Following induction principle for proving



praparties of "binl(s)y",

[he=NILIlF &

Hhi, b)) . (bltbhin(s) & b2:bin{(s) & [bi=bllPF & [bi=bXlPF =) [bi=bl/x\bZ1F)

b (bibinis) =} M)

§

We may also define functions on "bin{s)" recursively. Examples of these are
the Following tramsforming labeled binary trees ints seqguences in various
ways (pre-, post-, in-ordewr) :

pre(Nit) = O
ore(bl/x\bi) = x-){(pref{hl)*pre{bi))

in(NILY = (O
in{nl/x\b2) = irn{bil)®x{x=>in{hz))

post (NILLY = (O
nost {1/ «\b) = post (bl)*oost (b2 {(—x

mirvor (NIL) = NIL
mirvror (ol /xNb2)Y = mivvor(bZ) /x\mirror(bhl)

The following property can easily be proved by induction:
pral{mirror{(h)) = pre(b)™

100, 3. N—-ARY TREES

I¥ is possible to generalise the corceot of finite binary trees to
that of findite nary trees; that is, trees whose "nodes’ wmight have more
than two ouwtgoing ° bhranches’ as is the case with binary trees. We use the
same mebthod as for definivng the set BIN: this time, we represent an n—ary
tree as a st of seguences bBuilt on NATY: thus, the set "TREE" is a subset
ef the set "FiN(seg(NATIIY, Im order to build a new tree from a ssgquence
"st" of tresms, the idea is to T push’ the corresponding  index i at the
meginning of sach seaquence of st (i). Here is the corresprding function

build = %st, (st iseq(FiN(seq(NAT) ) | €O F N/
, unien $i., (ifdomist) | i-dst{i1))

The set TREE is then defined as the fixpoint of the following function

pent ree = As. (sIPOWFIN{(seq (NATLY) | iwage{build) (seq{s))

TREE = fix({gentree) DEFINITIONS

=



g oo
b wod

The function "gentree" being obviously monmotone, we have
TREE = image (build) (seg{(TREE))

g there is, as dsual, an induction and a recursion principle. NMote that
Elhe  Funetiom “huild® restricted to the set "seq(TREE)" is a bijection’ so
that the set TREE is said o be °isoworphic?® to the set "seq(TREE)".

There is anobther intersebting isomorphism, this tiwvme bhetween TREE- and

Bl More orecisely, we can define the two furnction “destruct’® and °*con-
struet’ such that

clestruct s TREE == BIN
construct 3 BIN-~—) TREE

as follows

destruct (i ld ({3 = NILL

destruct (haild{t—-)st)) = cons{destruct (t), destruct (buildlist)

cornst ruct (NIL) = puild( {3

covst ruet (coms (hl, b2 = build{construct (bl)->build™ {(construct (b2 )
it cawm bhe shiown by induction that

deatruct = construcet™

LW 4. LARELED N-ARY TREES
As for bimary trees, we can also define the set "tree(s)" of labeled

n—-ary btrees built om a set s. In fact, this is the set of all functions
whose domailn are members of TREE, Formally

trees(s) = union $t. (LITREE 1t--)s) DEFINITION
We leave 1t as an exercise for the reader %Yo develop the various

covresponding notations.
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Bopencdix 1: SUMMARY OF NOTATIONS

LOGIC
by [} Foimplies & )
[ conjunction of P and & ’
B oor 0 gisgunction of B and ©
ot = negation of R
TXa. For all x, B
. for some x, P
Cxa=E0R Pwith free oscouwrences of x reolaced by E
SETS
{7 enpty set i.
Bre Ixts & R | E) gset of objects of the form E for x in s where P 1. 1.
Bx. (ts | ED set of objects of the form E for x in s R
a, b ) ordered pair (a followed by b) ' 1.2,
al—=rh ordered pair (a followed by b) 1. 2.
= 3 cartesian product of 8 and ¢ 1.2,
ROW (s set of subsets of s : 1.3.
xig . X'is a mevber of s 1.4,
s inc b 3 is8 included in t 1.5,
I{x | xis & P> subset of s where R Zal.
{ak B set made of a e e
{a,bt set made of a and b e B
inter (1} intersection of the set (of sets) u S
union () urtion of the set (of sets) u 2. 3.
s/t intersection of s and & e B
s\/t union of 5 and t 2a T
st complement of & with respect to t Za b
RELATIONS
B>t set of binary relations from s to ¢t 3.1
dom(r? domain of » Je 2
cod {(r? co-domain of r G
v forward composition of r and s Fa 3.
identity (s) identity on s e bia
P canverse of r ‘ Fa b
image (r) (=) iwage of s under r LI
r{+s overriding of r by s ' TR N
FUNCTIONS
s+ % st of partial functioms from s to % bdala
==t . set of total Ffunctiowns from ¢ to t 4. 1.
v Ixis | OED the function with value E at x (for x in «) d. 3.
mEd L sat of partial ingections from s to © 4. 4.
s¥-> L set of total ingections From s to ; 4o



FIXPOINT

Fin (F)

FINITE AND INFINITE

FIN(=)
infinite (s
BIG

SMATLIRAL NUMRERS

tau (=)
@ o
NAT
NAT L
mir{s)
iterate (r) Om)
[t u

Bk gl

i1
m/ v
card{t)

SEQUENCES

x—rF
seqls)
Y
{(a, b, az
sizels)

BINARY TREES
oS

NIL
BIN

Fixpoint of the (set) function F

SETS

st of fFinite subsets of
s iLgs infinite
an infinite set (Bod givern)

a fixed element of the romn—ewmpty set s
successor fumnction

set of matural rnunbers

set of positive natural numbers

minimuwn of a nom—ewpty set of natural rnumbers
mth iterate of a relation r

aun of wm and ©

procuct of m and n

difference of m and n

division of m by n

the rnunber of elements of the finite set t

appending element x to sequence s
set of seguerces bullt on s
the emplty segquence

the sequence made of a, b, and ¢ in that order

the size of a finite sequence g

constructor furction for binary trees
the mull tree
set of birnary trees

LARELED RINARY TREES

bin{s)
LT

in
post -
mivrror

set of labeled binary trees built on s
pre—-arder function

in—-order furnction

past-order function

mirror function

&
7.

= A
T
B

mgba:m

8.1.
8. 3.
B.3.
8. 3.
8. 3.
8. 3.

8. 3.

Lﬂu)';ﬂu]kﬂ

1001,
104 1.
1. 1.

10. 2.
10. 2.
10. 2.
10. 2.

10. 3.



pM-RARY TREES
bhuild
TREE
destruct
construct

LARELED N-ARY TREES

treeis)

— R -

consgtructor function for rn—-ary trees 1O, 3.
set of mn ary trees 10. 3.
transforming an r—ary tree into a binary tree 10. 3.
transforming & bimary tree into an m—-ary tree 10. 3.

s

set of n—ary trees built on s ) 100 4.



fiopendix 23 SUMMARY OF AXIOMS

(a, hl=(c, ) = a=c & b=d pair eqguality ! . 2
yithu, (i & P 1 ED = H#x, (i & P & y=E) membership ' 1.4.
(2, y) ig*t = - xits & yil vweynbership 1.4,
sP0OW (E) = . (xig =) xit)d newbership . i.4.
viot #x. (0L empty set 1o 4.
. {nis = xit)d =) (s=%) set eguality 1.6.
Fig+-2t & xidom(F) =} x, Fix)ef function evaluation 4 2
infinite(BIG infinity axiom 7.

ot (s={3}) = taui(s)ig choice functiom axiom 8. 1.



Appendix 3@ SUMMARY OF DEFINITIONS

Most of these definitioms reguire sowe pre-conditions (check with the
corresponding section)

SETS
Sx, {xim | E) = #x.{({xis & TRUE | E) 1.1,
% ine € = giPOWE) 1. 3.
Ix 1 xig & Br = $x.ixis & F | ) PP
{1aY = {x | xis & (x=a)l D2
{a, h> = 4% | xig & (x=a or x=h)l} e
inter () = {x | xis & ly.(y'u =) x:iy)} 2. 3.
unioen () = X | Xig & Hv.lyiu & xiy) P
a\/b = union {a, bl 2. 3.
a’/\i = inter {a, b} ) P
st = L{x | xts & not(xit)d T
REL.ATIONS
s{->% = ROW(s*t)? 3. 1.
dom(r) = {x | xig & #Hy. (x,y):rd He B
coc () = {y | yit & #Hx. (x,y)irk A
rIs = {x, 2 1 oM, ziudw & #Hy. ((x,yrir & (y,z)is)’ Fe 3.
identity () = Fx. (xiz | x,x%) : . b
P = Ly, x | (y,x)it¥s & {(x,y)ir} I G
image (v} {u) = Ly | yiu & #Hx. (x?u & (x,yriv)r ' FeTa
r{+s = (identity (u—domis))iriN/s e Da
FUNCT ITONS
S+t ) = {r | rig{(->t & (v fidentity(cod(r))} f. 1.
g3}t = {f | Fig+—2t & dom(fli=sl 4. 1.
%x. (xis | E) = $x. (Kis | x,E) 4. 3.
SR+ L = {f | Fig+-2t & F>¥it+-dgk du b
B¥—->§ = S%k+)t /\ s-—)>t dad.
FIXPOINT
fFin {f = jimter {t | t:EP0W(s) & FlE) inec 1 Se

FINITE AND INFINITE SETS

i

genfin{s) Am. (IPOWEOW(s)) | £43Y N/ $ix,t). (xu,tig#x | AxIN/t)) E.
FIN(s) Fix(genfinis)) E.

infinite (s) = ot (siFIN(s)) : [

i
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MNATURAL NUMRERS

O = {F 8.1
suee = % (MEIFINC(BRIG) | {tauw(BIG—m) X\/m 8.1.
germat = %e. (sRFOWFINI(BIGYY | £O0XN/image{isuce) (s)) 8.1
MEAT = fix (germat) ) 8.1.
NATL = NAT-{O} ; Bl
iterate(r) (0O) = identity(s) : 8.3.
iterate(rm) (succ{m) = iterate(r) (n)r 8. 3.
R = jteratel{succ) (n) (n) . 8. 3.
N = iteratel(iterate{succ) (m)) () (D) . S
(=11 +1 = ) 8. 3.
(/™) %¥n = n 8. 3.
card(t) = min {MiNAT | triteratel(genfinis)?) Gr+l) ({3} 8.3.
SEQUENCES
K-> & = {1!=->x¥\/ (succe™r 9.
genseq (s) = %f. (QEFIMNNATLI+=> ) | LN/ S(x, Fr.ix, Fiakg | x—3F)) 9.
s {s) = fix({genseq(s)) : . =N
> = {%¥ 9.
{a, b, &) = {ll->a, Zi-)b, JIl-ra¥ =
size(s) = card(dom(s)) 3.
{y *s3 = 5 ’ Q.
(H=—re) *% = RH-r (5%%) ER
> {~y = =) () .
(x-3>8) {(~y = )= (s {~y) - 2.
(O = 9.
(H=rs)™ = g™ (-x 3.
care( () = () 3.
cone (x—-rs) = x¥conc(s) . : . 3.

BINARY TREES

CoNs = %(hi,bd). (bl, b2FIN(seqgl{d, 1) *FiN{(seq{0, 13} | .
LY N/ $s. (sibl | O-rs) \/ %s.(sibh2 | 1->s)) 10.1.
NIl = {% 10.1.
gerbin = %e. (s:FIN(seqg({0,13) | {NILY N/ image{cons) (s¥s)) 10. 1.
BIN = fix{genhim 10.1.

LABELED BINARY TREES

himis) = yunion $b. (biBIN | b—=)>s) 10. 2.
pre (NIl = {3} 10. 2.
pra{bi/x\hi) = x—=}{(pre(hil)*pre(bz)? 1o 2
irm (NIL) = (> . 10. 2.
in(hl/x\h) = in(bhl)*(x=->in{b2) ) . 10. 2.
post (MNIL) = ) 10, 2.
nost (bl /x\hZ) = post (bl)%*gost (b2) {(—x i 1002,
mirror(NIL) = MIL . : 10.2.

mivror{bl/x\b2)

i

mirvror(bzZ) /x\mivrror{bl) 15, 3.
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N-ARY TREES

byuai ld = %st. (st iseg{FIN(seg(MNATY)) | {3 N/
wion $i. (izdomist) | i-yst{i))? 10. 3.
gentree = %s. (sIPOW(FIN(sea(NAT1)) | .
: image{build) (seqg(s)) 1o, 3.
TREE = fix(gentres) 1100 3.
destruct (build (O)) = NIL C10. 3,
destruct (build{t->st)) = cons (destruct (t), destruct(build{st))) 10, 3.
covst ruct (NTL) = hild{{) . 1003,

i

comst ruct (cons (bl, b2)) build (const ruct (b1) =) build™(const ruct (b)) 10, 3.
LABELED N—-ARY TREES

tree(s) = union $t. (E:TREE |&--)s) 10, 4y
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Abstract We describe 2 method to construct the elimination and computation rules from the forma-
tion and introduction rules for a type in Martin-L5f's theory of types. The construction is based on an
understanding of the inference rules in the theory as judgements in 2 pre-theory. The motivation for the
construction is to permit disciplined extensions to the theory as well as to have a deeper understanding of
its structure.

0 Introduction

Martin-Lf's theory of types [MLO] has attracted considerable attention from both logicians and com-
puting scientists, and for a variety of reasons. First, it has considerably enhanced our understanding of
constructive proof and the relationship between such proofs and programs. Second, it anticipated the notion
of dependent type introduced for example in the language Pebble [BL]. Third, as a formal system it has
an elegant structure that is worthy of study in its own right. This paper is largely concerned with the
latter aspect, the motivation being that by gaining a deeper understanding of its structure we will be better
equipped to adapt the theory to individual needs

The present work grew out of a feeling of discontent with the theory. On first encounter the universal
reaction among computing scientists appears to be that the theory is formidable. Indeed, several have
specifically referred to the overwhelming number of rules in the theory. On closer examination, however, the
theory betrays a rich structure — a structure that is much deeper than the superficial observation that types
are defined by introduction, elimination and computation rules. Once recognised this structure considerably
reduces the burden of understanding. And yet, to my knowledge, the structure of the theory has not been
properly discussed or documented; Martin-L5f, himself, alludes to the fact that there is a “pattern... in the
type forming operations” in the preface to the notes prepared by Giovanni Sambin [ML1}, but he does not
give a detailed account of the pattern.

So much for the ideological motivations for this paper. At a more practical level it has become increas-
ingly clear to us that there is a need to freely permit dieciplined extensions to the theory. That the theory
is open to extension is a fact that was clearly intended by Martin-Lof. Indeed, it is a fact that has been
exploited by several individuals; Nordstrom, Petersson and Smith [NPS] have extended the theory to include
lists, they and Constable et al {Co] have added subset types and Constable et al have introduced quotient
types, Nordstrom has introduced multi-level functions [No], Chisholm has introduced a very special-purpose
type of tree structure [Ch} and Dyckhoff [Dy] has defined the type of categories.

Initially we were against such extensions on the grounds that it is often possible to define them in terms
of the W-type (for examples see [Kh]), because they add to the complexity of the theory and because they
might undermine the quality of the theory even to the extent of introducing inconsistencies. The experiences
and arguments of others have now convinced us that this view is wrong. The view that we now hold is
that implementations of type theory (proof checkers, proof editors etc. like Nuprl and the Gothenburg Type
Theory System) should permit user-defined extensions to the theory but in a disciplined way. This paper is
therefore a first attempt at formulating such a discipline.

The main contribution that we make here is to describe a scheme for computing the elimination rule and
computation rules for a newly introduced type. In other words, we show that it suffices to provide the type
formation rule and the introduction rules for a new type; together these provide sufficient information from
which the remaining details can be deduced. (At this stage in our work we cannot provide such a scheme
to cover all type constructors; the limitations of our work are discussed in the conclusion.) The significance
of this result is that it has the twin benefits of reducing the burden of understanding and the burden of
definition. It reduces the burden of understanding since we now need to understand only the formation
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and introduction rules and the general scheme for inferring the remaining rules. Conversely, the burden of
definition is reduced since it suffices to state the formation and introduction rules, the others being inferred
automatically.

A necessary preliminary was to give an explanation of the meaning of the formal rules in the theory.
Such an explanation is notably absent from the seminal account of Martin-L5f’s theory [MLO}; although
the paper gives a very careful account of the meaning of the various judgement forms, nowhere is it stated
- how to interpret the rules. Yet, it is fundamental that a type be defined by its rules and that the rules-be
meaningful in some precise sense. We therefore begin this paper by providing an account, in section 2, of
the rules in type theory as judgements in a “pre-theory”, that is, a theory that precedes the theory of types
itself. Also in section 2 we introduce the notion of internal consistency of a rule. The pre-theory is taken
from [NPS], with which we assume some familiarity, and is summarised in section 1.

The main body of the paper is contained in section 3. Here we detail the scheme for computing
elimination and computation rules. Several examples of the scheme are also included in this section.

There are many shortcomings in this stage of our work. Some of those of which I am aware are discussed
in the conclusions. Needless to say I would be grateful for further criticism and comments.

1 The Pre-Theory

The pre-theory that we need involves an understanding of the theory of expressions and the notion of
a category as discussed by Nordstrdm, Petersson and Smith [NPS], and to which we refer the reader for
complete details.

-The theory of expressions defines the arity of expressions and definitional equality of expressions. For
understanding the rules that follow it is necessary to know that different occurences of the same variable in
a rule denote definitionally equal expressions. Identical expressions are, of course, definitionally equal but
also ((z)P)(z) is definitionally equal to P for any expression P and variable z, and ((z)c)(y) is definitionaily
equal to ¢ for any constant ¢ and variables z and y. In particular ((z) Type)(y) is definitionally equal to Type,
since Type is a constant.

The rules of the pre-theory (and of the theory) prescribe the formation of derivations and from deriva-
tions one may abstract judgements. The syntactic form of derivations and judgements is described in essence
by the following BNF syntax

(derivation) ::= (statement)s
(statement) ::= (primitive statement) | (contezt)
(contezt) ::= “|[" (assumption)“p " (derivation)“||”
(cssumption) ::= (statement)
(judgement) == (primitive statement) | “|[* (assumption)“v> " (judgement)“||”

A derivation is thus a sequence of statements each of which is either a primitive statement or a context.
Contexts are delimited by the scope brackets “|[" and “}|” and consist of an assumption followed by a (sub-)
derivation. A judgement is formed from a derivation by the simple process of elidii g all but the last statement
in the derivation and in all its sub-derivations. For example consider a derivatior. of the form

Po
Il a0
> n
[ a1
1
Il

where po,p; and p; are primitive statements and ao,a; are assumptions. Then the judgement obtained by
eliding all but the last statement in each derivation is the following.
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il a0
D“ a3
> P2

I :
I o |

which may be read as “ggsuming ao and assuming ay then po”.

We say that a statement p precedes a statement ¢ within a derivation if p is the ith statement of the
derivation, for some i, and either (a) ¢ is the jth statement of the derivation for some j > i or (b) the jth
statement, for some j > i, is a context that includes the statement g. The statement p also precedes the
statement q in a derivation if p precedes ¢ in a subderivation of the derivation. Thus in the example above
statement po precedes statements ao,p1,61 and pg. Also p; precedes [ a1 > p2 || and p2, and so on.

Each rule in the pre-theory (and in the theory) consists of a set of premises and a conclusion, in the
usual way. The application of a rule permits a derivation to be eziended by adding a statement to the end
of the derivation or to the end of a subderivation provided that the extended derivation includes statements
preceding the added statement that match the premises in the same way that the added statement matches
the conclusion. An axiom is a rule that has no premises; thus application of an axiom permits a derivation
to be extended at an arbitrary point.

Note that there is considerable freedom in the order of construction of statements in a derivation. The
form in which derivations are presented on the printed page will suggest one particular order but it should
not be supposed that this is the only order.

Just those rules that we explicitly employ are given below. For these rules we explain their meaning in
an ad hoc way. We do not, however, attempt to give any meaning to the word category : the reader must
accept that certain expressions denote “categories”, which expressions being determined by application of
the rules. Thus the first rule must be accepted as an axiom - “Type” denotes a category.

Type Formation
Type cat

“T'ype cat” is a primitive statement and therefore a derivation and a judgement.

Contexts may be introduced into 2 derivation via the assumption rule.

C cat
— Assumption
| z:C

>

I

I in a derivation we have a primitive statement of the form C cat then it is possible to extend the derivation
by adding an assumption of the form z : C where z is a variable. Note that the assumption is a particular
sort of primitive statement. For clarity it is separated from following statements by the symbol .

For each type A the elements of A form a category. Thus we have the rule of element formation.

A :Type ~

Element formation
El(A) cat
The rule permits a derivation that includes a statement of the form A : Type to be extended by adding the
statement EI(A) cat to the derivation. In so doing the context of both statements must be identical.
Function categories are obtained by discharging assumptions.

A cat
[ z: A

> B(z) cat
I

e Function formation

F(A, B) cat



F(A; B) is the category of functions that map an object z of the category A into an object of the category
B(z). Note that B(z) does not denote an expression containing free occurrences of z, as it would in
conventional mathematics, but an expression that is definitionally equal to the application of some expression’
B of arity 0 — 0 to some variable z. For instance Type takes the form B(z) since it is definitionally equal

to ((y) Type)(z)- |
' The final rule we need in the pre-theory is the rule of function elimination.
a:A
¢: F(A,B)
c(a): B(s)

Anrexample of a derivation using these rules is as follows. Note that the line numbers and material
within:braces are not part of the derivation but are only included as aids to the reader. Also, the symbol
“=" has:been used to denote definitional equality.

Function Elimination

{Type formation}
0 Type cat
0, assumption}
10 l| X : Type
» {1.0, El-formation}
1.1 -~ ElX) cat
1.1, assumption}
1.2.0 ﬁ z: El(X)
o {Type formation}
1.2.1 Type cat
|
{11, 1.2, ((z)Type)(z) = Type, fun-formation}
1.3 F(EI(X),(z)Type) cat
1.1, assumption}
1.4.0 ly: EI(X)
» {1.3, assumption}
1.4.1.0 Y : F(EI(X),(z)Type)

» {1.4.0, 1.4.1.0, ((X)Type)(y) = Type, fun-elim}
1.4.1.1 Y(y): Type ’

I
I
I

The judgement obtained from this derivation by eliding all but the last statement in every subderivation is
the following.

|| X:Type
> || v:EX)
o || Y:F(EIX),(z)Type)
> Y(y):Type

I I

In words, assuming X is a type, y is an element of X and Y is a function mapping elements of X into the
category of types, then Y applied to y is a type.



2. The Rules of Type Theory

Now that we have discussed the pre-theory we may proceed to explicate the meaning of the rules in;
type theory itself. We do this by interpreting each rule of type theory as a judgement in the pre-theory. The
premises of the rule become assumptions of the pre-theory judgement.

This rather simple idea has far-reaching consequences. It means that we can decide whether the premises
of a type-theory rule make sense by constructing a derivation in the pre-theory. We can also check that the
conclusion of the rule obeys a certain consistency requirement (called internal consistency in the sequel).

Some preliminary examples may help to convey the idea. Let us consider the formation, introduction
and elimination rules for the disjoint-sum type.

Below we show the formation rule and the corresponding pre-theory judgement. Here the correspondence
is immediate: premises become assumptions and P type is replaced by P: Type.

I| A:Type
A type > || B:Type
B type _ | > AVB:Type
—_— |
AV Btype I
type-theory rule pre-theory judgement

v-formation

Next consider one of the introduction rules for the disjoint-sum type. Again we exhibit the type-theory
rule and the corresponding pre-theory judgement.

I| A:Type 4
» || B:Type

A type > || z:El(A)
B type > i(z): El(AvB)
zEA
—_— I
i(z)e AVB I
type-theory rule pre-theory judgement

v-introduction

This example is more illuminating because we can use it to give a preliminary account of what it means
for an introduction rule to be internally consistent. Specifically, given an introduction rule with conclusion
¢ € E we convert the rule into a judgement EI(E) cat under assumptions derived from (in a manner yet to
be described) the premises of the rule. The rule is then said to be internally consistent if the judgement can
be verified using the rules of the pre-theory and the formation rules of the type. Thus for our example w¢
verify internal consistency by establishing the judgement

Il A:Type
> || B:Type
> || z: El(A)
' > El(Av B) cat
I
I

This judgement has the following derivation.



R {Type formation}
0 Type cat

1.0

io,assumption}
Il A: Type
» {0, assumption}
1.1.0 || B: Type
: » {1.0, element formation}
111 EI{A) cat
: 1.1.1,assumption}
1.1.1.0 I z: El(A)
- » {1.0,1.1.0,v-formation}
1.1.1.1 AV B :Type
o {1.1.2.1,element formation}
1111 El(AV B) cat
I
I
i

Note that the penultimate step makes use of the v-formation rule.

‘ Finally consider the elimination rule for disjoint sum. The type-theory rule and corresponding judgement
are shown below.

A type :

B type | A:Type

f zeAvB > || B:Type

‘ » C(z) type > || C:F(EI(AvV B),(z)Type)

| o || d:F(EI(A),(y)EIC(i(y)))

I yeA . : > |l (e= (F ()El({B), éy)(Egl(lC(}(y))))
> dy) € C(ily) > || f: El{Av B)

I > w(/,d,e): EIC(/))

I veB

I > e(y) € C(i(y) I I

f €AVB I I

w(f,d.e) € C(]) I ,
type-theory rule pre-theory judgement

V-elimination

The additional complexity of this example arises from the hypothetical premises (that is, premises involving
assumptions). The specific translation process used converts a premise of the form || z € Ao J || as follows.
First convert the judgement J to, say, b(z): B(z). Then construct the judgement b: F(E!(A), B). Thus the
premise || z€ AVBo C(? type || is converted by first converting C(z) type to C(z) : Type, which is
definitionally equal to C(z) : ((z)Type)(z). Then the judgement C : F(EI(A vV B),(z)Type) is constructed.

As an exercise the reader may wish to verify the internal consistency of the rule by constructing a
derivation of the following judgement.



"I A:Type
o || B:Type
» || C: F(EI(AV B),(z)Type)
> I 4: FEKAL ECl))
> Il e F(BI(B), (1 ENCGW)
» || J:EI(AVB)
> EI(C(])) cat

l
!Il

2.1 Pormalising the Conversion from Type Theory Rules to Pre-Theory J udgements

Converting from type theory rules to pre-theory judgements is a purely syntactic process which we now
summarise.

Each type theory rule consists of an ordered sequence of premises and a single inference. The pre-theory
judgement consists of an ordered sequence of assumptions (each corresponding to a premise) and a single
conclusion. Individual statements (premise or inference) of the rule are converted according to the following
algorithm.

(a) “E type” is converted to “E: Type"

(b} “e € E” is converted to “: EIE)

{c) given a hypothetical premise of the form | H » § || first convert H to the form “z: E™ and S to the
form “d(z) : D". Then the premise is converted to “d : F(E,(z)D)". Note that definitional equality
may be required to complete the conversion of H and/or S to the required form. Note also that the
construction permits the hypothesis H to be itself hypothetical.

Consider now the presentation of a new type in the theory. The order of presentation of the rules is
(1) formation rules (2) introduction rules (3) elimination rule (4) computation rules. (We do not consider
equality rules in this paper although they do not pose additional difficulties.) Suppose the inference of one
of these rules is converted to a statement of the form “e: E” and the premises are converted to statements
of the form “a; : A1”,...,“Ga : Aa". Then we say that the rule is internally consistent if and only if there is
a derivation of the judgement

| 61:41> ...»> || 6a:Aap Ecat N i

in a system consisting of the pre-theory and those rules governing the type that precede the given rule in
the above order.

3 Introducing New Types into the Theory

The mechanism fcr introducing a new type into the theory has three stages. First the formation rule
for the type is prescribed followed by the introduction rules. Finally the elimination rules and computation
rule are automatically inferred from the formation rule and the introduction rules (provided, of course, that
the latter are internally consistent). This is the subject of the next three sections.
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3.1 Formation Rules

Each formation rule introduces some new type constructor, © say. The premises of such a rule all take
the-form “A type”, for some expression A and within some context. The corresponding pre-theory judgement
therefore has the form

[ Ai:Th
b || A2: T
[ .

o || An:Ta
> O(Ai1,...,An): Type
I
|
I
I

where the expressions T},. . .,T, are all elements of a class of expressions TYPE where TYPE has the following
syntax

TYPE ::= “Type” | “F(" ezpression “,” TYPE “)”

For future reference we refer to A,,...,Ax as the formation variables.

3.2 Introduction Rules

A type © may have several introduction rules, each one of which introduces a new canonical-object
constructor. Consider one such constructor, # say. Then the premises of the §-introduction rule are in two
parts. First there are the premises of the ©-formation rule. (These are rarely stated explicitly.) Second
there is a number, m say, of premises each of the form “b € B” for some expressions b and B and within
some context. Thus the corresponding pre-theory judgement takes the form

A :Ths.oi4n: Ta
> |l 21:515...;%m : Sm
" b 0(3],...,3,,,):El(e(Al,...,A‘))
I

The first set of premises corresponds to the premises of the ©-formation rule. The expressions Si,...,5m
in the second set of premises all belong to the syntactic category ELEMENT defined as follows:

ELEMENT := “El(" expression *)" | “F(EI(" expression “)," abstract ELEMENT )

Again for future reference we call the variables z),...,2m the 8-introduction variables.

The 8-introduction rule may be recursive: that is, one or more of the premises of the rule may take the
form that, in a certain context, b € ©(l) for some expression b and some list of expressions /. (For such a
premise to make sense the inference rule must be internally consistent as defined earlier.) If the sth premise
is indeed recursive we refer to z; as a recursive 0-introduction variable.



3.3 Elimination Rules

For-each type constructor © there is exactly one elimination rule. Let us suppose the elimination
rule-introducessthe non-canonical constant Orec, and that there are k introduction rules defining canonical
constants:4,...,0k. Then the elimination rule is formed as follows.

- 0 (premises<of ©-formation)
1 a.€ 6{Ai,...,Ax)
2 || we(Ay,...,4.)

> C(w)type

3 . {context:computed from 6;-introduction rule)
": b Z{,(lr, 6-3) € 0(01 (l]))

2+k | (éc;ntext computed from fx-introduction rule)
I o zx(le, 8x) € C(O(lx))

- ©-elimination
©rec(a, 21,..., 2 ) € C(a)

The premises are divided into four parts. In the first part the premises of ©-formation are repeated
once again (and also once again rarely explicitly). The second part postulates the existence of an object “s”
of type © (where “s” is a new identifier). The third part postulates that C (where “C” is a new identifier)
is a family of types indexed by objects of type ©. Finally the fourth part consists of a premise for each
canonical-object constructor 6. (In the above schema z;,...,2; are new variables and ¢;,...,8,01,... Jk are
lists of variables constructed from the introduction rules in in a manner to be described shortly.) A summary
of the ©-elimination rule would be that the proof of a property C(a) given object a of type © proceeds by
structural induction, i.e. by case analysis on the possible form of the canonical value of a.

The premise (referred to later as ps) corresponding to the d-introduction rule takes the form:

| (context computed from 6-introduction rule)
> z(l,8) € C(8(1))

where [ is simply the list of é-introduction variables but where the construction of the context and the list
of é-elimination variables, s, depends on whether the introduction rule is or is not recursive. The details of
their construction are as follows.

Suppose that the ﬂ-introduction rule has the following form.

(premises of ©-formation)
Il {context 1)

_ " b bl;EEi_

|[ ..(éontext‘ m)
o b€ Bm

I
o(t) e o(t)

where by,...,bm,Bi,..., Bm are expressions, { is the list of #-introduction variables and ¢t is the list of
©-formation variables. Then the premise, py, to be included in the ©-elimination rule has the form

9



il '(cuumption(a) 1)
| : z:uumptt‘on 8) m) ;
> z(l,s) € C(6(1)) :

Here “(assumption(s) k)" refers to either one or two assumptions depending on whether z; is or is not a
recursive f-introduction variable. In the case that z; is not recursive then “(assumption 8) k)" is simply a
repetition of the corresponding premise in the f-introduction rule. That is “(assumption 8) k)" is

[l {context k)
> b € B,

i
On the other hand if zx is a recursive #-introduction variable then, by deflnition, the corresponding
premise of the d-introduction rule takes the form

Il (context k)
> zx(ux) € O(l)

for some list of variables ux. In this case {assumption(s) k) consists of

a} a repetition of the premise as in the case of a non-recursive -introduction variable, and
b) the assumption

context k
I £ ;:(ug) é Clze(ur))

where 5 is a new variable.
The list, &, of f-elimination variables is then just the list of variables, yx, that are introduced by the
recursive §-introduction variables.

3.4 Computation Rules

The computation rules for type © are in (1-1) correspondence with the introduction rules for ©. Thus
for each canonical-object-constructor, 8 say, there is exactly one computation rule which prescribes how to
apply Orec to a f-object. Again the method of constructing the rule is complicated by the presence of
recursive introduction variables.

For the purpose of this discussion let us identify @ with its index in the list of canonical-object construc-
tors for the type 8. Also let us denote by Iy the list of #-introduction variables.

In general the computation rule for -objects is a combination of the 6-introduction rule and the ©-
elimination rule. A schema for its construction is as follows.

0 premises of ©-formation)
1 premises of d-introduction (excluding \)-formation premises))
2...24+k (premises 2...2 + k of 6-elimination)

Orec(8(ls), 21,...,2) = z¢(ls, v) € C(8(ly))

Apart from the construction of the list of expressions v (which we have yet to describe) the construction
of the #-computation rule is thus very straightforward.

There is an expression in the list v for each recursive é-introduction variable. Suppose z;(1 < i < my)
is such a variable and the corresponding premise of the #-introduction rule is

I[ {context 5)
> zi{u:) € B(t)

6-computation
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‘f{;,:: Then the entry in the list v takes the form

(us)Orec(zi(ui), z1,. .., 2)

3.5 Examples .
We present several examples of the construction of the elimination and computation rules. First consider
the disjoint sum type. This has the formation rule:
' A, type
Az type .
———n v-formation
_ A, V A2 type
and two introduction rules:
A; type
Az type
Z€ A

i(z) € Ay v Ag

i-introduction

A; type

Az type

z) €EAy
—— j-introduction
](z) €EAI VA,

The list of v-formation variables is thus (A, A2), the list of i-introduction variables is (z) and the list
of j-introduction variables is also (z).
Referring back to section 3.3 we construct the following elimination rule.

0 A; type
Az type

1 €A VA
2 " wEA VA

> C(w) type
3 | z €A

> z(z) € Ci(z))
4 il z€ A,

I > (z) € C(j(z))

V-elimination

v-eim(a, 2, 22) € C(a)
Also, referring to section 3.4 we construct the following computation rules
0 A, type
Az type
I TEA;

2...4 (asin v-elimination)

i-computation
v-elim(i(z), 21, 2} = 21(z) € C(i(z))
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A, type
Az type

i S | ZE€ Az
2...4 (asin v-elimination)

: j-computation
v-elim(j(z), 21, z2) = 22(z) € C(i(z))
“Our second example is concocted to illustrate the problems of recursive introduction variables. The
formation rule is as follows.

A type
— H-formation
H(A) type

" The type has one introduction rule

A type
| veA
I > z(v) € H(A)

h(z) € H(A)

Note that the A-introduction variable z is recursive by virtue of the premise “z(v) € H(A)".
From these two rules we compute the H-elimination rule according to the schema described in section

h-introduction

A type
e € H(A)
I| weH(A)
» C(w) type

[ S~ )

3 | veA
> z(v) € H(A)

i I ved
> y(v) € C(z(v))

> 2(z,y) € C(h(z))

H-elimination
Hrec(a, 2) € C(a)
Finally the computation rule takes the following form.

6 A type
 § | veA
> z(v) € H(A)

2...3 (asin H-elimination)

h-computation

H-rec(h(z), 2) = 2(z, (v)H-rec(z(v), z)) € C(h(z))

We conclude our list of examples with the definition of the W-type.

The W-type stands out in Martin-Lof’s presentation of his theory [MLO] because it is the only one that
appears to require an understanding of other types in the theory. In particular the rules given there appeal
to an understanding of the [I-type and of “—", a symbol that is not defined (although Martin-Lf does make
its meaning clear elsewhere [ML1]). One important aspect of the rationalisation of the theory, mentioned
by Martin-Lof in the Padova Notes [ML1], detailed by Nordstrom, Peterson and Smith [NPS] and exploited
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by us in this paper, is that this lacuna has been overcome. The W-type is also the one that is considered
to be the hardest to understand. Our contribution is thus to show that it may be understood solely by
understanding its introduction rule and the general scheme for inferring elimination and computation rules.
The W -formation rule is as follows.
A; type
“ Z€ A
o Az(z) type

W-formation
W (A1, Az) type

The W-type also has just one (recursive) introduction rule:

(premises of W-formation)
21 €A
I ve AzSzl)

> z2(v) € W(A;, A2)

sup-introduction
sup(zy,12) € W(A,, A2)

According to the schema for its construction the W-elimination rule therefore takes the following form.

0 {premises of W -formation)
1 s € W(A;, Ag)
2 ﬂ wGW(Ag,Az)

> C(w)type

3 T € A;
i uEAzsz;)
> z2(v) € W(A;,A2)

: | v € Az(z1)
> y(v) € C(z2(v))

o z(z;,zz,y)EC(GuP(zl,zz))

W-elimination
W-rec{s, z) € C(a)

Finally the single computation rule takes the following form.
{premises of W -formation)
z; € Ay

[ ve Azxz1)
> z2(v) € W(A,,A2)

i~

2.3 {as in W-elimination)

sup-computation
W-rectoup{z,, 22), 2) = 2(21, 22, (V)W -rec(z2(v), 2))

13



Conclusions

Martin-Lof’s theory of types has a rich structure which we hope this paper has helped to expose. Our
account must, however, be recognised as very preliminary. This section is therefore devoted to a description
of the work that we plan to do in the near future.

To begin with there are certain flaws in the above account. In particular, it has been pointed out to
us that additional constraints apply to the use of recursive introduction variables. Thus in the first draft of
this: paper our example of h-introduction (see section 3.5) had the premise

Il ve H(A)
> z(v) € H(A)

which should be prohibited on account of the fact that there is a negative occurrence of a recursive introduc-
tion variable leading to nonterminating programs. (I am grateful to Per Martin-L4f for pointing this out.)
This highlights a lack of a semantic justification of the scheme we have described, but which we intend to
remedy.

Secondly we intend to describe schemes for the construction of derivations of closure properties and
uniqueness properties of a type. Closure properties are properties like “every element of a disjoint sum
is either-of the form i(a) or j(b) for elements a and b of the appropriate type” and uniqueness properties
express-the fact that objects introduced by distinct introduction rules are always distinct. Thus the two sets
of properties reflect the fact that types introduced into the theory are extremal, and, of course, they are
fundmental to our understanding. For particular instances of such derivations the reader is referred to [Bal.

Thirdly, we'intend to extend the construction to novel type structures such as the subset type [Co,NPS]
in which the type introduction rules incur information loss. For the subset type and similar type constructors
that we have in mind the way ahead is clear. The quotient type introduced by the PRL group [Co| is much
less clear to us.

Finally, we intend to try to provide a collection of examples that illustrate our thesis that the abil-
ity to introduce new type constructors is an indispensable feature of the theory - and, consequently, of
implementations of the theory.
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Abstract

Martin-Lo6f’s type theory without universes is interpreted in the calculus of truth
values. The interpretation shows that no negated equalities can be proved without
universes and also gives a finitary consistency proof of type theory without universes.

1 Introduction

In Hilbert-Ackermann [2] there is given a simple proof of the consistency of first order
predicate logic by reducing it to propositional logic. Intuitively, the proof is based on
interpreting predicate logic in a domain with only one element. Tarski [7] and Gentzen [1]
have extended this method to simple type theory by starting with an individual domain
consisting of a single element and then interpreting a higher type by the set of truth valued
functions on the previous type.

I will use the method of Hilbert and Ackermann on Martin-Lo6f’s type theory without
universes to show that - Eq(A,a,b) cannot be derived without universes for any type
A and any objects a and b of type A. In particular, this proves the conjecture in
Martin-Lof [5] that Peano’s fourth axiom (Vz €& N)-Eq(N,0,succ(z)) cannot be proved
in type theory without universes. The construction will also give a consistency proof b |

finitary methods of Martin-Lof’s type theory without universes. So, without universes,
the logic obtained by interpreting propositions as types is surprisingly weak. This is in
sharp contrast with type theory as a computational system, since, for instance, the proof



that every object of a type can be computed to normal form cannot be formalized in first
order arithmetic.

The nonderivability of = Eq(N,0,1) for the version of type theory given in Martin-Lof [4]
was already shown in Smith [6] as a corollary to a somewhat less straightforward con-
struction made with a different purpose. The proofs in this paper will work for any of the
different formulations of Martin-Lof’s type theory.

2 The construction of the interpretation

We define a truth valued function ¢ on the types of Martin-Lo6f’s type theory without
universes. Intuitively, ¢(A) = T means that the interpretation of the type A is a set
with one element and ¢(A) = 1 means that A is interpreted as the empty set. ¢ is
defined for each type expression A(zy,...,z,) by recursion on the length of the derivation
of A(zy,...,z,) type |21 € Ay, ..., Tn € Ax(Z1,...,Zn-1)], using the clauses

p(N) = 1L
o(Ny) = T  (k=1,2,...)
©(N) T
v(Ea(4,a,b)) = ¢(4)
v(A+B) = p(4)Ve(B)
p((lIz€ A)B(z)) = ¢(A4) — o(B(z))
o((2z€4)B(z)) = ¢(4)Ap(B(z))
p((Wz€A)B(z)) = ¢(4)A(-p(B(2)))
p({z€ A|B(z)}) = (4)Ap(B(z))

A, V, —,and - denote the usual boolean operations.
That ¢ really interprets type theory in the way we have intended is the content of the

following theorem.

Theorem. Let a(zi,...,2,) € A(Z1,...,2n) [21 € Ay, ..., 24 € Ap(z1,... 20 1))
be derivable in type theory without universes. Then p(A(z1,...,2,)) = T provided that
p(di) =+ - - =p(An(z1,.. s Zn-1)) =T.

In the proof of this theorem we will use two lemmas. The first says that the truth
value assigned to a type expression is preserved under substitution. The second lemma

says that equality between types is preserved by .



Lemma 1. If A(zy,...,Z,)type [z1 € A1, ..., Tn € An(Z1,...,Zn-1)] and
a; €Ay, ..., a, € Ay(ay,...,0,-1) are derivable in type theory without universes, then

©(A(z1,...,20)) = p(A(ay,...,a4)).

Proof. The proof is by induction on the length of the derivation of A(z,...,z,) type
[z1 € Ay, ..., Zp € Ap(Z1,.-.5Za-1)]. The only type forming rule where free variables
may be introduced is Eq-formation. Since ¢ (Eq(A4,a,d)) = ¢(A) the induction hypothesis
directly gives the result.

1

Lemma 2. If A(zy,...,2,) = B(Z1,...,%,) [Z1 € A1, ..., Zn € Ap(Z1,...,Z01)] s
derivable in type theory without universes, then p(A(z1,...,2,)) = p(B(z1,...,2,))-

Proof. This lemma is straightforwardly proved by induction on the length of the
derivation of A(zy,...,2,) = B(Z1,...,%s) [z1 € Ay, ..., T, € A,4(Z1,...,24-1)]. Note
that lemma 1 is needed for the rule ‘

a=be A C(z) type [z € A]
C(a) =C(b)

Proof of the theorem. The proof is by induction on the length of the derivation of
a(zy,...,2,) € A(Z1,...,2,) [Z1 € Ayy - .. Zp € Ap(Z1,- .., Zn-1)]. I will only discuss a
few of the rules; the remaining can be handled in the same way.

Equality of types

ac A A=B
a€B
By the induction hypothesis we have that ©(A) = T and, by lemma 2, that p(4) = p(B).
Hence, ¢(B)=T.
There are different formulations of the rules for the Eq-type in Martin-Lof [3] and

Martin-Lof [4,5]. I will here use the earlier formulation which is the one now used by
Martin-Lof since it does not destroy the decidability of the judgemental equality
a=b€A.

Eq-introduction
ac A

eq(a) € Eq(4,qa,a)
Since, by the definition of ¢, p(Eq(4,a,a)) = ©(A), the induction hypothesis directly

gives p(Eq(4,a,a)) =T.

Eq-elimination

c € Eq(A,a,b) d(z) € C(z,z,eq(z)) [z € A]
J(¢c,d) € C(a,b,¢)




By the induction hypothesis we have that o(Eq(A4,a,b)) = T and that p(C(z,z,eq(z))) =
T if p(A) = T. Hence, since p(Eq(4,a,b)) = ¢(4), ¢(C(z,z,eq(z))) = T which, by
lemma 1, gives p(C(a,b,c)) =T.

If we instead had considered the Eq-rules in Martin-Lof [4] we could simplify the
definition of ¢ by putting ¢(Eq(A4,a,b))=T.

IT-introduction b(z) € B(z) [z € 4]

A(b) € (TIz€ A)B(z)

By the induction hypothesis we know that ©(B(z)) = T if p(A) = T. Since
o((Mz€ A)B(z)) = p(A) — p(B(z)) this gives that p((llz€A)B(z)) = T.

I1 -elimination
a€ A c€ (llz€ A)B(z)

apply(c,a) € B(a)
According to the induction hypothesis, we have p(A4) = T and p((Ilz€ A)B(z)) =T,
which, since p((Ilz€ A)B(z)) = ¢(4) — ¢(B(z)), gives that p(B(z)) = T. Hence, by
lemma 1, ¢(B(a)) = T.

N -elimipation

neN de C(0) e(z,y) € C(succ(z)) [z €N, y € C(z)]
rec(n,d,e) € C(n)

By the induction hypothesis we have that ¢(C(0)) = T which, by lemma 1, gives
o(Clr) =T

3 Some consequences of the interpretation

3.1 The unprovability of Peano’s fourth axiom

By the interpretation we can now see that for no type A and terms a and b does

there exist a closed term t such that
te _‘Eq(A’aa b) (*)

is derivable in type theory without universes. Assume that (*) holds. Then there must
exist a derivation of Eq(4,a,b) type and, hence, also a derivation of @ € A. So, by the
theorem, ©(A) = T which, together with the definitions of ¢ and -, gives

©(—Eq(4,a,b)) = p(Eq(4,a,b) = No) = p(Eq(4,a,b)) — p(Ng) = p(4) = L =1L



Hence, by the theorem, ~Eq(A,a,b) cannot be derived in type theory without universes.
Assume that Peano’s fourth axiom can be derived, that is, that we have a derivation
of
s € (IIzeN) -~ Eq(N, 0, succ(z))

for some closed term s. By Il-elimination we then get apply(s,0) € - Eq(N,0, succ(0))
which is of the form (x) and therefore impossible to derive in type theory without uni-
verses. ;
That no negated equalities can be proved reflects the intuition behind ¢, which is
' that it interprets type theory in a2 domain with a single element. We can make this
explicit inside type theory by introducing a new constant x and for each type A such
that ©(A) = T adding a new rule

*x€ A

The theorem can still be proved with this new rule added, so the extension is consistent.
Since o ((Mlz€ A)Eq(A4,z,%)) = p(A4) = p(A) = T we have that x € (Ilz€ A)Eq(A4, z,+),
that is, all objects of a type are equal to *x. Note that the extension is classical because
* € AV (~A). Since * € Eq(N,0,1), type theory with universes becomes inconsistent if
the x-rule is added.

3.2 Well-orderings

The definition of ¢ on well-orderings, p((Wz € 4)B(z)) = w(4) A (~p(B(z))), is
made as to validate the rules in Martin-Lof [4]. The W-introduction rule in [4] does not
have a bottom clause 0 € (Wz € A)B(z) since such a clause can be derived using a universe.
We can now see that this use of a universe is necessary. Since p((Wz € A)B(z)) = T
implies p(A4) = T and ¢(B(z)) = L we get, by the theorem, that if (Wz€ A)B(z) is not
empty then B(a) must be empty for all @ in A. This gives that all elements of a well-
ordering type are initial, that is, without predecessors. So, only very trivial well-orderings
can be constructed.

If we add a bottom clause to the W-rules and change the definition of ¢ by
p((Wz€A)B(z)) = T, we get the full computational strength of the well-ordering types
and can still prove our theorem.

3.3 Consistency

That type theory is consistent means that there is no term of type No. By the theorem,
type theory without universes is consistent since ©(Ny) = L. Clearly, this consistency

proof is finitary in the sense of Hilbert and can be carried out in primitive recursive



arithmetic. This may seem surprising since the proof theoretic strength of type theory
without universes measured in terms of provable well-orderings is, without well-ordering
types, the same as first order arithmetic and, with well-ordering types, even far beyond
£o. However, this is not in conflict with Godel’s second incompletness theorem, because
in order to prove Godel’s theorem, primitive recursive predicates must be numeralwise
expressible in the theory and, as we have seen, not even equality is numeralwise expressible
in type theory without universes.

1

3.4 Universes

If ¢ was extended to a universe, then ¢(T(a)) has to be defined for each object a of

the universe U because of the rule
acl

T(a) type
which says that if a is the code of a type then T(a) is the type that a encodes. Let ng
and n; be the codes of No and N; respectively. Since

T(no) = No and T(nl) = N1
we must have
©(T(ng)) =L and (T(n)) =T

Hence, lemma 1, which is crucial for the proof of the theorem, would no longer hold.

An obvious way of extending type theory in order to obtain the strength of first order
arithmetic is to add Peano’s fourth axiom. This would not, however, follow the general
pattern of introduction and elimination rules in type theory which is very natural, par-
ticularly when viewing a type as a set and not as a proposition: the elements of a set
are defined by the introduction rules and the elimination rule makes it possible to define
functions by recursion on the set.

Martin-Lof has instead suggested to extend type theory without universes by using the
objects 0, and 1, of type N; as codes for No and N; respectively. We then have to add

the type formation rule
a€N;

T(a) type
and the type equalities
T(Oz) = No T(12) = Nl

With these new rules added, Peano’s fourth axiom can be proved as in [5]. Another similar
way of extending type theory without universes in order to obtain the strength of first
order arithmetic, is to add a very small universe Up,, by restricting the first universe U
to only have two objects, n; and n;, coding Ny, and N; respectively.
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Inductively Defined Sets
in Martin-Lof’s Set Theory

(Draft)
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Abstract

There are several possible schemes for introducing inductive definitions in
Martin-L6f’s intuitionistic set theory. One such scheme is obtained by including a
fixed point operator in the theory. The rules for such fixed points are displayed,
and it is shown that Aczel’s interpretation of Martin-Lof’s set theory in a logical
theory of constructions can be extended accordingly. Moreover, algorithms are
given which derive introduction and elimination rules for particular inductively de-
fined sets and set operators (parameterised sets). Another scheme is obtained by
representing inductively defined sets as well-orderings. A theorem shows that this
method yields isomorphic representations if one assumes extensional equality of
functions.

1 Introduction

Recursive data structures, such as natural numbers, lists, and binary trees, are very
important in programming. The corresponding notion in Martin-Lo6f’s intuitionistic set
theory (or type theory) is that of an inductively defined set. In [9] there is no general
scheme for inductive definitions, however. This is unlike Coquand and Huet’s theory
of constructions [5], where inductively generated sets can be defined impredicatively by
using second order quantification. The only common recursive data structure which is
introduced as a primitive is the set of natural numbers. Other recursive data structures
can instead be represented in terms of the powerful well-orderings. In [10] it is for
example shown how to represent the set of natural numbers and the set of ordinals of
the second number class as certain well-orderings.

But intuitionistic set theory should not be viewed as a closed framework: new set
operators can be added when there is a need for them. For example, in [10] the list
former is added as a primitive set forming operation. Another example can be found
in [13] where rules for inductively defined sets of multilevel functions are given. 1

It seems that there are general methods both for representing inductively defined -
sets in terms of well-orderings and for adding new rules for inductively defined sets. We

* Author’s address: Programming Methodology Group, Department of Computer Sciences, Chalmers
University of Technology and University of Goteborg, S-412 96 Goteborg, Sweden




shall discuss such methods here for sets inductively generated by certain set operators
G, which are built up from the identity and constants by the standard operators +, x
and — and which are strictly positive, that is, the set variable X must not occur to
the left of an arrow in G X. I shall use strictly positive to refer to an operator in this
collection in the sequel.

The problem of adding new rules for inductively defined sets has been dealt with by
Roland Backhouse. In [3] he gives a general scheme for introducing new set operators
by giving formation and introduction rules, and then deriving elimination and equality
rules. In section 3 I shall discuss another method based on adding a fixed point operator
which can be applied to strictly positive set operators. In section 4 I shall also show
how to derive the constructors, and thus the introduction rules, and the selector, and -
thus the elimination rule, for the set Fiz G from a G in a certain subcollection of the
above collection of strictly positive operators.

The problem of representing inductively defined sets as well-orderings is discussed
in section 5, where I show that all inductively defined sets which are generated by a
strictly positive operator can be isomorphically represented as well-orderings. However,
this theorem assumes the extensional equality relation on sets as given in [9] and [10].
It does not hold in the intensional intuitionistic set theory given by Martin-Lof [8] and
which is described in section 2.2.

Acknowledgements. I wish to thank Per Martin-Lof for helpful advice and criticism
and in particular for telling me about the general rules for fixed points in intuitionistic
set theory. He also suggested that I study algorithms for deriving constructors and
recursion operators for inductively defined sets. Moreover, I wish to thank Peter Aczel

for telling me that well-orderings could be used for representing a large collection of
inductively defined sets.

2 Martin-Lof’s Type Theory and Set Theory

I shall in this paper use the notational framework proposed by Martin-Lof in [8]. This
framework is similar to the Edinburgh Logical Framework [7] and has its origins in
Church’s simple type theory, the languages of the AUTOMATH project [6], and the
theory of constructions [5]. To make this paper reasonably self-contained, a survey
of the notational framework is given in section 2.1. Martin-Lof has proposed to call
the framework ‘type theory’, since it is a theory of ‘logical types’. Thus ‘type’ as in
‘intuitionistic type theory’ and ‘data type’ has to be changed to something different,
for example, ‘set’. In section 2.2 a survey of Martin-Lof’s theory of sets in this sense
(intuitionistic set theory) is given. ;

2.1 ‘Type Theory

I essentially follow Martin-Lof’s presentations in [8] and at this workshop [11], but
write . -+ .zn.e instead of (z1):::(z,)e for abstraction and fz, --- z, instead of
f(z1,...,z,) for application.

There are four kinds of ‘analytic’ judgements in this theory:

a : type,
a=f : type,



! a,

a
a=b : a.

The theory is a typed A-calculus with dependent function space types, a ground
type ‘set’, and a rule saying that every object of type ‘set’ is also a type.
The rules of type formation are:

set : type,

A: et
A type’
(z: a)
a : type B : type
(z:a)B: type
We may write (a)8 = (z : a)B if § does not depend on =z.
The rules of object formation are:

(z:a)
b:p
zb:(z:a)f’

b:(z:a)f a:a

ba: Bla/x] ’

and a rule of assumption. The equality rules are typed - and 5-conversion:
(z:a)
a:a b: B

(z.b)a = bla/x] : ﬂ[a/xv]’

c:(z:a)p

c=z.cz:(z:a)f |

Moreover, we may everywhere substitute equals for eciuals.
There is also a notion of polymorphism. The rule of polymorphic type formation is:

(z:a)
a: type B : type
(z:a)B: type

The rules of object formation are:
(z:a)
b:p
b:(z:a)p’
where b must not depend on z, and
b:(z:a)f a:a

b: Bla/z]




A theory consists of a signature, whichis a finite list ¢; : @, ..., ¢, : a, of assignments
of types to constants, and a finite list a; = b; : £1,...,am = by : Bm of azioms or
equations. If we have formulated a sensible theory then the four forms of analytic
judgements are decidable. (The notion of sensible theory was discussed on several
occasions during this workshop. For the judgements to be decidable one assumes that
there is no polymorphism and that expressions are kept in normal form.)

Definitions are introduced by writing judgements of the form ¢ = a : o (or sometimes
just ¢ = a) where c is the definiendum (a new constant), a is the definiens (an object),
and « is their type. For example:

o=g.f.a.g(fa): (A:set)(B: set)(C : set)((B)C)((A)B)(A)C.

- I also freely utilise ordinary notational conventions, such as infix notation, and thus ,
write g o f instead of og f.

2.2 Intuitionistic Set Theory

Let us represent Martin-Lof’s set theory in the notational framework. The rules are
more or less those of [10], except that the rules for equality are those for intensional
equality from [8]. I have also changed the order of the arguments of the selectors (F,
E, D, J, R,, R, T) so that the principal argument comes last instead of first.

Rules for the cartesian product of a family of sets:

II: : set)((A)set)set,
A i (A:set)(B:(A)set)((a: A)Ba)[] AB,
F : (A:set)(B:(A)set)(C : (I AB)set)
((b:(a: A)Ba)C (Ab))(c: ] AB)Ce,
d.b.Fd(Ab) =dbdb : (A:set)(B:(A)set)(C : ([] AB)set)
((b:(a: A)Ba)C (Ab))(b: (a: A)Ba)C (Ab).

Rules for the disjoint union of a family of sets:

> (A:set)((A)set)set,
(52 ¢ (A:set)(B:(A)set)(a: A)Ba))  AB,
E : (A:set)(B:(A)set)(C: (D) AB)set)
((a: A)(b: Ba)C (a,b))(c: >, AB)Ce,
d.a.b.Ed{a,b) = d.abdab : (A:set)(B:(A)set)(C:(D)_ AB)set)
((a: A)(b: Ba)C (a,b))(a: A)(b: Ba)C {a,b).

Rules for the disjoint union of two sets:

+ : (set)(set)set,

i : (A:set)(B:set)(A)A + B,
J ¢ (A:set)(B:set)(B)A+ B,
D : (A:set)(B:set)(C:A+ B)




((a: A)C(ia))((b: B)C’_(j b))(c: A+ B)Clec,
de.a.Dd(ia)=d.e.ada : (A:set)(B:set)(C: (D) AB)set)
(a: A)C (ia))(b: BC(jH)(a: 4)C (ia),
debDe(jb)=d.ebeb : (A:set)(B:set)(C: (D AB)set)
((a: A)C(ia))((b: B)C (jb))(b: B)C (jb).

Rules for the equality:

I : (A:set)(A)(A)set,
r : (A:set)a:A)IAaa,
J : (A:set)(a: A)(b: A)(C:(a:A)(b: A)(I Aab)set)
~ ((a: A)Caa(ra))(c:IAab)Cabec,
da.Jd(ra)=d.ada : (A:set)(C:(a:A)b: A)(I Aab)set)
((a: A)Caa(ra))(a: A)Caa(ra).

Rules for finite sets:

(n—-1), N,,
R, : (C:(N,)set)
(C0,)

(C(n—1),)
(c: N,)
Cec,
Co."*Cn1.Rpnco ot €p10,
PSP (oF 6 AT
(C0,)

(C(n—1)n)
Co,,
€o-* *-Cn-1.Rnco v Cnr(n—1),
= €p.**Cn1-Cn1 ¢ (C:(Ny,)set)
(Co,)

(C(n—1))
C(n—1),.



(Note that by letting n = 0,1,2,... we get an infinite list of declarations and axioms,
and thus not a proper theory in the sense of section 2.1. It is possible to reformulate
the rules for finite sets and obtain a finite list of declarations and equations.)

Rules for natural numbers:

. set,
: N,
: (N)N,
: (C: (W)set)
(CO0)((a: N)(Ca)C(sa))(c:N)Cec,
de.Rde0=ded : (C:(N)set)
| (CO)(a: N)(Ca)C (s))C0,
de.a.Rde(sa) =d.ea.ca(Rdea) : (C:(N)set),
(C0)(a:N)Ca)C(sa))(a: N)C(sa).

Moe o 2

Rules for well-orderings:

W @ (A:set)((A)set)set,
sup : (A:set)(B:(A)set)(a: A)((Ba)W AB)W AB),
T : (A:set)(B:(A)set)(C: (W AB)set)
((a: A)(b:(Ba)W AB)((v: Ba)C(bv))C (sup ab))
(c: WAB)
Cec,

d.a.b.Td(supab) ,
=d.abdab((Td)ob) : (A:set)(B: (A)set)(C : (W A B)set)
((a: A)(b: (Ba)W AB)((v: Ba)C(bv))C (sup ab))
(a: A)
(b: (Ba)W AB)
C (supab).

Rules for the first universe (the formulation ‘4 la Tarski’ [10]):

U : set,

: (U)set,

2 (a:U)((Sa)U),
: (a:U)(Sa)U)U,

2 (U)X,

: (a:U)(Sa)(Sa),
ng : U,

n, : U,

o+ a 3 U

R |

n : U,



w : (a:U)(Sa)U),
a.b.S(rab)=ab J[(Sa)(Sob) : (a:U)(Sa)U)set,
a.b.S(cab)=ab. ) (Sa)(Sob) : (a:U)(Sa))set,

a.b.S(a+b)=abSa+Sb : (U)U)set,
a.b.c.S(tabc)=ab.cI(Sa)bc : (a:U)(Sa)(Sa)set,
Sng= Ny : set,
Sny=N; : set,
Sn=N : set,
a.b.S(wab)=a.bW(Sa)(Sob) : (a:U)({(Sa)l)set

We could then iterate this process and form a second universe, etc, but note the problem
with the finiteness of the signature and the axioms.

We also have the following abbreviations (definitions). First we have function ap-
plication:

Ap=c.a.F(bba)e : (A:set)(B:(A)set)([[ AB)(a: A)Ba

Then we have the left and right projections of a pair:

. p=E(aba) : (A:set)(B: (A)sel)(3 AB)A,
qg=E(a.bb) : (A:set)(B:(A)set)(c: Y AB)B(pc)

‘We also have

—=AB.[[ Az.B : (set)(set)set,
Xx=A.B.Y Az.B : (set)(set)set.

The definitions of the associated constructors and selectors have to be redefined accord-
ingly.

Moreover, we write @ =4 b, 3,., Bz, [1,.4Bz, and W, 4Bz instead of T Aab,
> AB,]] AB,and W AB.

3 Adding Fixed Points to Intuitionistic Set Theory

One possibility, suggested by Per Martin-Lof, is to add to intuitionistic set theory a
general fixed point operator on the level of sets and a general fixed point operator on

the level of elements. Let G : (set)set be a strictly positive set operator. Then we have
the following rules:



Fiz G-formation:
Fiz G : set

Fiz G =G (Fiz G): set

Fiz G-elimination:

fiz : (C:(Fiz G)set)
(9: (X :3et)( X CFizG)*(f : (z: X)Cz)(y:GX)Cy)
(z: Fiz G)
Cz

Fiz G-equality:

fiz =g.9(fizg) : (C:(Fiz G)set)
(g:(X:8et)( XCFizG)(f:(z: X)Cz)(y:GX)Cy)
(z: Fiz G)
Cz

(Similar rules can be found in papers by Constable and Mendler, see [4], [12].)

These rules can be given a semantic justification, informally as in [9], or more
formally by an interpretation in a logical theory as suggested by Peter Aczel, see [2], [1],
[15]. In order to do this we need to include in the logical theory a new class (or predicate,
that is, object of type (¢)o) former ambiguously denoted Fiz : (((¢)0)(¢)o)(¢)o (¢ is the
type of individuals and o is the type of propositions  in the logical metalanguage),
which may only be applied to strictly positive class operators G, that is, the class
variable X may not occur to the left of an implication in G X z. Moreover, we also
include a non-canonical program form ambiguously denoted fiz : (((¢)¢)(¢)e)(¢)e, which
has the computation rule (in old fashioned notation)

g(fizg)z=c
fizgz=c

The idea behind the interpretation is to interpret each set as a class invariant un-
der the computation (or conversion) rules. The equality on the sets is interpreted as
convertibility. A strictly positive set operator will be interpreted as a strictly positive
class operator. Fiz and fiz in intuitionistic set theory will be interpreted as Fiz and
fiz in the logical theory. :

Let us prove informally the correctness of the rules under this interpretation. The
formation rules are correct by definition. The elimination rule is proved by induction

}This leads to an undecidable equality relation on sets and thus the theory defined is not ‘sensible’ in
the sense of section 2.2. However, this rule does not fit into the notational framework in any other way
either. .

2improper notation meaning that X is a subtype of Fiz G.

3We had no type of propositions in the type theory, but we could put o = prop = set by identifying

propositions and sets.



on Fiz G. Let us write the interpreted rule in the ordinary way, using ‘set notation’ for
classes and suppressing some premises.

(XCFizG,fzeCz (z€X))
9fyeCy (yeGX)
fizgz€Cz (z € FizG)

So assume that g satisfies the premise of the rule. Let P = {z € Fiz G|fiz gz € Cz}.
Our task is then to prove Fiz G C P. Since P C Fiz G, and fiz gz € Cz (2 € P) we
can use the premise to conclude that :

g(firg)ze Cz (2€ GP).
But since fiz g z has the same value as g (fiz g) z it follows that
fizgzeCz (2€GP).

Hence it follows that Fiz GN G P C P. But then it follows by induction on Fiz G that
Fiz G C P.
The equality rule can be proved correct in a similar manner.

4 Deriving Recursion Operators for Inductively
Defined Sets

For each inductively defined set there is a principle of primitive (or structural)
recursion. For natural numbers we have ordinary primitive recursion and the R-operator
of intuitionistic set theory. For lists we have primitive list recursion and the listrec-
operator. For well-orderings we have transfinite recursion and the T-operator, etc.

We shall now give a method for deriving such recursion operators for a subcollection
of the inductively defined set that we defined above. The subcollection is the one
obtained by changing the last clause in the definition of strictly positive to the restricted
case where GX = K — X. Note that this is not a severe restriction; a similar, and
in fact stronger, restriction is implicit in Backhouse’s method which uses introduction
rules to define new sets. If we translate such definitions into definitions in terms of
strictly positive operators, this results in having + outermost, then x (or ¥°), and —
(or [T) innermost. To find recursion operators for the general case is an open problem.
Another algorithm has been proposed by Dag Normann [14]. This algorithm derives
recursion operators for for the special case where the new function value is expressed
only in terms of the values of the function on the immediate predecessors.

So assume that G is in this subcollection. We wish to determine its n constructors
and their types, and hence the introduction rules for Fiz G. Moreover, we wish to
determine the recursion operator and its type, and hence the elimination rule for Fiz G.
From this information the equality rules can also be determined.

The recursion operator and the elimination rule for Fiz G is obtained by instanti-
ating the general elimination rule of the previous section. We first find a selector (or
pattern matching function) sel® for G with n+2 arguments, such that, if we substitute



" sel€ dy---d, for g then the premise of the general elimination rule for Fiz G will be
satisfied. Thus we can define the recursion operator for Fiz G as

rec™Cd, .- d,z = fiz (sel®d; --- d,)z.
For example, if we define the natural numbers as N = Fiz X.N; + X, then we get
the two constructors '
0=1:0;, : N,
s=3 : (N)N,
and a recursion operator
| R = dy.dy.fiz (f.D (R dy)(21.dz 21 (f 71))) :
(C : (N)set)
(d1:C0)
(dy : (z1: N)(C z,)C (s z1))
(z:N)
Cz,
which uses that the selector for X.N; 4+ X is of the form
natcases = dy.dy.f.D (R, dy) (z1.d2 z1 (f 21)).

4.1 Finitary induction

"The problem of finding a recursion operator for Fiz G is thus reduced to that of finding
a selector for G. It will turn out to be convenient to define the constructors for G at
the same time.

We shall begin with a case of finitary induction, where G X is built up from the
finite sets N,, and the variable X by binary sums + and binary products x.

A k-ary constructor for G is a function

con® : (X : set) (X)---(X)G X,
k
which is built up from the constructors of the standard operators, that is, m,, i, j,

(-

Note that if we let X = Fiz G and thus get G X =!Fiz G, then we get the construc-
tors and introduction rules for Fiz G.
If G has n constructors with arities ki,...,k, respectively, then a selector for G is
a function
sel® : (X: set)(C : (X)set)(C’: (G X)set)
(di:(21: X)(C21) (21, : X)(C 21, )C' (cOn1 21 -+ T1y))

(dn:(z1: X)C21) - (24, : X)(C 24, )C (cON 2y -+ 23,))
(f:(z: X)Cx)
(y: GX)
Cy
which is built up from the selectors for the standard"operators, that is, R,, D and E.
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Note that if we let X C Fiz G and thus (since G is monotone) get GX C Fiz G
and hence also can have C' = C : (Fiz G)set, then we get the recursion operator

recf*C =d,...-.d,.fir (.selGd1 ceedy)
(C : (Fiz G)set)
(dy: (z1: Fiz G)(C 1)+ (xk, : Fiz G)(C z4,)C (cony zq - -+ z1,))

(dn : (z1: Fiz G)(C 1)+ - - (2k, : Fiz G)(C zx,)C (conp z; - - 1))
(z: Fiz G)
Cz.

We begin with the base case G = X.N,,. ‘There are n constructors, all 0-ary:
0, : (X :set)N,,

(n—1)n : (X :set)N,.
The selector is

dy.:-dp.fRydy oo dp 2 (X :set)(C:(X)set)(C': (N, )set)
: (dl : C, Oﬂ)

(dn:C'(n—=1),)
(f:(z:X)C2)
(y: N,)

C'y.

Note the similarities and differences between the constructors and the selector here,
for the case where X.N,, : (set)set is a constant function, and the ordinary constructors

Ory ...y (n — 1), and the ordinary selector R,, for the case where N, : set is a constant
set.

G = X.X. There is one constructor
z1.21 : (X :set)( X)X,
and the selector
di.f.ydiy(fy) : (X :set)(C:(X)set)(C’: (G X)set)
(di: (z1: X)(Cz)C' z4)
(f:(z: X)Cxz)

(v:X)
C'y.

11



For the remaining two cases assume the induction hypothesis that G’ has n' con-
structors con!,...,con, of arities k{,..., k., respectively, and the selector sel’; and
that G" has n” constructors conf,..., con, of arities ky,..., k", respectively, and the

selector sel”.
G =X.G' X+ G"X. Then G has the n’ + n” constructors

[

y. - iy i cony zy e T) (X :set)(X)---(X)G'X +G" X,

!

b
Ty .:z:;c, d(conpyzy ---zp ) 1 (X :set)(X)---(X)G'X + G" X,
gy Tpwj(cony zy -+ pw) (X :set)(X)--(X)G' X + G" X,

. b
Ty.ee- .m;:,, J(eonguzy -+~ xpn ) (X :set)(X)---(X)G'X +G"X,
and the selector

di. e, ;/.d;,. n" f D (861’ d’ . :11 f)(sel" d;l s n" f)
(X :set)(C : (X).set)(C’ : (G’X + G" X)set) v
(dy : (21 : X)(Cah)- - (zhy : XNC 2y )C" (i (comy 2y -+~ 7))

(dy : (2} : X)(Czy)---(zh : X)NChs )C' (i (conly zf - -~ 24 )
(d : (z1 : X)(Cay)- - (ki : X)(Cz}p)C' (j (conyzy - - Tgw)))

w t(zy : X)(Cay)---(zfn : X Czku C'(j (conpuzy -+« ziu
n ! 1 al?

(f: (a: : X)C z)
(y:G'X +G"X)
C'y.

G =X.G'X x G"X. Then G has the n’ x n"” constructors

’ ’ " "
Tyt Thy Ty (Cku (conyzy --- a:k, conizy - a:ku),

' ron ” r ! ! "oz v
z3- ""xki'zl' .o ..xk::”.(conl 31 e zki,connu Iy .- $k:"),

' " " 't ! " _n "
3’1- cos 'mk;,'zl' cee ,a;ki,.(conn: xl e mkl con, Ly v zk;l),

" ! ! ! n " n
Ty Ty Ty .zkx”.(conn, Ty co Tyt CONpu Ty <= :ck:”),

12



a

and the selector

di. -+ dyn
dor. +o dpge.
Fy.E(y.y" sel
. ) " 't [ R A "
(2121 -+ Ty 2y -sel” (dra 77 21 - Ty 2) (diwn 121 -+~ Yy 210) f Y")
(z1.21. - wh 2 S€l"(dunzy2y ooz 23 ) o0 (Appnahuzizy ---zh 20 ) FY")
n'! n! n! Tn! n’ Tnf
!
fy)y

The types of the constructors and the selector have been omitted for lack of space.
One can now check that this algorithm indeed gives the constructors and the selector
for the natural numbers as above.

4.2 Parameterised sets

Some minor extensions to the schemes are needed for parameterised inductively defined
sets (or data types). Important examples of such are lists, which are generated by
the operator X.N; + A x X, and binary trees, which are genera.ted by the operator
X.A+ X x X, where in both cases A is a parameter.

We can view these generators as functions of the parameters as well. If we extend
the notion of a constructor to cope with set operators of arbitrary arity, then we get
the following constructors for A.X.N; + A x X:

nil =40, : (A:set)(X:set)N;+ A x X,
cons =a.z.j(a,z) : (A:set)(X:set)(A)(X)N,+ Ax X.

The notion of a selector can also be modified to a corresponding notion for set op-
erators of arbitrary arity. One of the arguments, the X, is singled out for the recursion.
Thus, the selector for A.X.N; + A x X is,

listcases = dy.dy.f.D (Ry dy) (E (a1.21.dy a1 21 (f 21))) :
(A:set)(X :set)(C: (X)set)(C': (N1 + A x X)set)
(dy : C'(nil))

(d2: (a1 : A)(z1 : X)(C x1)C' (cons ay wl))

(f:(z: X)Cx)

(y: M+ AxX)

C'y

The binary trees generated by A.X.A + X x X are treated in a similar way. We get
the following two constructors:

leaf =i : (A:set)(X :set)A+ X x X,
treecons = £1.22.5 (71, %2) : (A:set)(X : set)(A)NX)A+ X x X.

13



* The selector is

treecases = dy.dy. f.D dy (E (z1.22.d2 21 (f 1) 22 (f 22))) :
(A : set)(X :set)(C: (X)set)(C': (A+ X x X)set)

(dy : (a : A)C' (leaf a))

(dz : (z1 : X)(C z1)(z2 : X)(C z3)C’ (treecons z; z2))
(f:(z: X)Cx)

(y: A+ X x X)

C'y.

I have already presented some longwinded descriptions of how to form constructors
and selectors for the case without parameters, and shall only show the new base case
for a parameter A.X.A. Then the one constructor is

a.a:(A:set)(X : set)(A)A

and the selector is

di.fydiy : (A:set)(X :set)(C:(X)set)(C': (A)set)
(d1:(a1: X)(Ca1)C'a;)
(f:(z: X)C2)
(y:4)
C'y.
Note that the only difference between the variable and parameter base cases is that
the selector does not depend on f y in the parameter case.

4.3 Infinitary induction

Also here the scheme needs to be modified to account for the case where G contains —
innermost. We need a new base case when X.K — X for some constant K : set. For
this case we have one constructor

A (X D sel)(K)X)K — X

and the selector

di.f.F(wdyw(fow)) : (X:set)(C:(X)set)(C': (K — X)set)
(dy : (w1 : (K)X)((k : K)C (wy k))C' (Awy))
(f:(z:X)Cx)
(y: K= X)
C'y.

Again, to get a complete account we need to modify the other cases in a uniform
manner.

14



As an example we consider the ordinals of the second number class, which are
generated by X.N; + N — X. We get the following constructors:

0=1:0;, : (X:set)N;+N— X,
sup=w.j(Aw) : (X:set)(N)X)M;+N - X.

The selector is

ordcases = dy.dy.f.D (Ry dy) (F (w.daw(f o w))):
(X :set)(C : (X)set)(C': (N1 + N — X)set)
(dy:C'(0)) |

(d2: (w: (N)X)(n: N)C(wn))C' (sup w))
(f:(z: X)Cx)

(y:M+N - X)

C'y.

As a final example we look at the well-orderings generated by X.Y .. s(Bz — X).
The rules for }° are just a straightforward modification of the rules for x. We get the
constructor

sup = aw.{a,\w): (A:set)(B:(A)set)(X : sei) Z;Q(B z — X),

and the selector

transcases = d.f.E(y'.y".F (w.dy' w(f o w))y"):
(A : set)(B: (A)set)(X : set)(C : (X)set)(C: (Z;(Bm — X))set)

(d:(a: A)(w:(Ba)X)((k:Ba)C(wk))C'(sup c;‘w))
(y: Q;(Bz — X))
C'y. .

5 Representing Inductively Defined Sets as Well-
Orderings

The well-orderings in intuitionistic set theory are themselves introduced by an inductive
definition. As we saw in the last section, a version of W,.4B z is obtained by taking
the least fixed point of the set operator

X.3(Bz - X).
A

Natural numbers can then be represented by W,.n, By x, where By 0; = Ny and By 1, =
N,. The ordinals of the second number class can be represented by W,.x, Bo , where
Bo 02 = Ny, and Bp 1; = N. (Both examples are from [10].)

15



In what sense are these representations correct? A reasonable idea seems to be that
the representation is isomorphic to the primitive set. For example,

Wen,Bnz & N,
where isomorphism of sets is defined in the obvious way, that is, by

AB.ASB
= A.B.(3f: A— B)(3g: B — A)
((Vz : A)(Apg(Ap fz))=az)A(Vy:B)(Ap f(Ap 9Yy)) =B ¥))

The suggested correspondence is between 0 and sup0; (A R,), and between sa and -
sup 15 (A z.a’), where a corresponds to a’. However, the fact that this correspondence
determines an isomorphism depends on the extensional equality of functions of [9] and
[10]. Every function in Ny — X is equal to A Ry, that is,

(Vf : No - X)(f =No—X )\Ro),

provided the equality is extensional. However, if equality is intensional, as in [8], then
this proposition can no longer be proved.

The two representations above are more or less instances of a general pattern, and
assuming extensional equality in the definition of isomorphism, we have the following
theorem.

Theorem 1 For any strictly positive set operator G, we can find an A : set and a
Jamily B : (A)set, such that, if X : set, then

GX2)Y (Bz— X).
z:A
Proof. Associate with each strictly positive G an A : set and a family B : (A)set
as follows:
e G is a constant operator X.K. Then A = K and B = z.N,.
e G is the identity operator X.X. Then A= N, and B = z.N;.

e G = X.G'X 4+ G" X for strictly positive G’ and G” with associated A’, B’, and
A", B" respectively. Then A = A’ + A” and B is such that Boi = B’ : (A')set
and Bo j= B":(A")set.

e G=XGXxG'X for strictly positive G’ and G” as above. Then A = A’ x A"
and B is such that z’.2".B (z',2") = z'.2".B'z' + B"z" : (A")(A")set

G = X.K — G' X for a constant set K and G’ as above. Then A = K — A’ and
B=f3%, kB (Ap fy): (K — A')set.

16



“ First we state some useful isomorphisms.

Nl = NO — A, (1)
A = Nl - A, (2)
A 2 Ax N, 3
A= N1 X A, (4)
[I>Czy = > JICz(4pfa), (5)
z:Ay:Bzx j:HI:ABzz:A
[IIIczy =2 I Cr2)(g2), (6) .
r:Ay:Bzx z:Zz:ABx
> B'z’+ ), B"z" &2 3 Ba. (7) -
o' A z': A r:A'+ A"

where, in the last isomorphism B is such that Bo: = B’ : (A')set and Bo j = B" :
(A")set.

By using these isomorphisms we can prove the theorem by induction on the structure
of G. We have the following cases:

e G is a constant X.K. We need to show that
K 2 K x (No — X).
(Recall that A x B = 3,4 B.) But this follows direcf;ly from (3) and (1).
e G is the identity X.X. We need to show that
X =2 N, x (N, — X).
But this follows directly from (4) and (2).
e G=X.G'X 4+ G"X. We need to show that

(B -X)+ Y. (B'z"-X)2 Y (Bz—X),
z!: A z!: A" o Al4 AN

where Boi = B’ : (A')set and Bo j = B” : (A")set. But this follows directly
from (7).

e G=X.G'X x G"X. We need to show that
Y(Br->X)x Y (B'z"-X)=2 Y (Bz-X),

z': A z!': A" o A'x AM
where z'.z".B (z',z") = 2'.2".B'z' + B"z" : (A")(A")set. A typical (canonical)
element of the LHS has the form ((d/, '), (a”, f")), where a’: A, f': B'a’ — X,
a”: A", and f”: B"a" — X. A typical (canonical) element of the RHS has the
form ((a',a"), f), where a' : A’, a” : A", and f : (B'a’+ B" a") — X. Thus we get
the isomorphisms

Az.{(p(pz),p(g92)), (D (4p (¢(rz))) (Ap (g(gx))))) :
S(B-X)x ). (B"z">X)—> Y (Bz—X)

o' A! AN z:A'x A"

17



and

Ay-((p(py), A((4p(a¥)) 0 )}, {2 (p¥), A((Ap (gy)) 0 ))) :
.;A”(Bw — X)— zg'(Bl 2 — X) x ZJZA"(B” z" — X).

¢ G = X.K — G'X for a constant set K and G’ as above. We get

K- Y (B'z’-X) = Y [[B(4rfy)—X)

z!: A’ F:K—A" y:K

= 3 (Q_B(4pfy)—X)

K= A y:K

by using special cases of (5) and (6) respectively. O

There seems to be no difficulty in extending this theorem to include the cases where
G contains Y and [TJ.

We can now apply the algorithm to X.N; + X and get a representation of the natural
numbers as Wo.n, 4N, B z, where B (:0,) = No and B (j 0,) = Ny, which is very similar
to the representation from [10] given above.
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