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Abstract

The parallelization of loops can be made formal by basing it on an algebraic theory
of loop transformations. In this theory, the concept of unimodularity arises. We
discuss the pros and cons of insisting on unimodularity and review the choices made
in two different areas of parallelization: systolic arrays and parallelizing compilers.

1 Introduction

Recently, the research areas of systolic arrays and parallelizing compilers have begun
to address common concerns with common techniques and approaches. Initially,
these two areas had developed separately.

Systolic design was concerned with the derivation of custom VLSI chips that
embody some special-purpose highly parallel algorithm [18]. The central problem is
the discovery of a mapping (or transformation) of the algorithm’s operations from
some specification to space-time. Thus, systolic design research concentrated on the
algebraic theory of such mappings and was initially successful under the constraint
that they be linear [24]. Algorithms were required to have data dependences simple
enough to permit this linearity. Such dependences are called regular or constant-
distance dependences; algorithms that fulfill this requirement can be phrased as
uniform recurrence equations [16].

Parallelizing compilation was concerned with vectorizing compilers, principially,
for “dusty deck” FORTRAN programs [17]. Researchers in this area focused on
the dependence analysis of more general data access patterns (specified by direction
vectors). They accumulated a large collection of transformations that were applied
heuristically to take advantage of independent operations.

Evidence of the proximity between the two areas emerged before either area was
well developed [19], but only recent advances on the theoretical and architectural
front have brought it into focus. Much recent work in parallelizing compilation has been aimed at finding a theory that underlies the transformations discovered earlier. The architectures considered for parallelizing compilation have evolved from SIMD vector processors to MIMD shared-memory and, subsequently, to distributed-memory machines. From the systolic design perspective, the newest generation of distributed-memory parallel processor networks with their rich, regular and efficient connection patterns [1, 14, 26, 27] resemble general-purpose, programmable versions of the traditional systolic chip. This poses a combined challenge to both areas.

The rest of this chapter is organized as follows. First, in Section 2, we introduce some basic concepts and terminology. Then we briefly review the research results in both areas: parallelizing compilation (Section 3) and systolic design (Section 4). Unimodular transformations and their importance are discussed in Section 5. Section 6 describes different methods for coping with non-unimodular transformations. Finally, Section 7 presents our conclusions.

We wish to stress that our description of the two areas and of the role of unimodularity is entirely personal and is meant as a point of discussion. By necessity, we have ignored much research in both areas that does not pertain to loop transformations.

2 Basic Concepts and Terminology

In both areas, one starts with a source program, $S_P$, without parallelism and produces a target program, $T_P$, with parallelism. But, for a long time, both areas understood the derivation of the target from the source in different terms. In systolic design, the two programs were related by a space-time transformation [24], in parallelizing compilation by a set of heuristic loop transformations schemes like loop jamming, loop reversal, strip mining, skewing, tiling, and unrolling [2, 10, 23, 29]. Recent work in parallelizing compilation expresses each transformation scheme as a matrix [6, 28]. A compound transformation is the functional composition of its component transformations; thus, we can now specify the derivation of the target program in either area by a (linear) mapping, $T$.

For our purposes, the source program is a set of, say, $r$ perfectly nested loops; it is represented by a set of integer points that is a convex polyhedral subset of the cartesian space $R^r$. This space, $IS$, is called the index space or iteration space. Each loop must have a unit stride. (A unit value is either +1 or -1.) Thus, each integer-valued point in the iteration space corresponds to one iteration. Target programs are represented by another subset of $R^r$, the target space, $TS$. We refer to the points in the spaces and the operations in the respective programs interchangeably.

The target program is derived by considering the (in)dependence of pairs of operations. Each operation corresponds to a point in $R^r$, pairs of operations correspond to directed vectors in $R^r$. The target program must execute operations that are dependent in the order specified by the source program. Dependences between operations are represented by direction vectors. Operations that are not dependent may be executed in parallel. In particular, when all iterations of a loop are mutually independent, they may be executed in parallel.

Thus, both areas are concerned with the discovery of two functions:
\[ T :: IS \rightarrow TS \] This space-time transformation must, under preservation of the dependencies of \( SP \), provide a distribution of its operations in time and space – preferably such that at least some dimensions of \( TS \) can be represented by parallel rather than sequential loops.

\[ P :: (SP, T) \rightarrow TP \] This code generator takes a source program and a space-time transformation of it and produces a distributed program.

Most work in both areas has focused on \( T \): how to derive a space-time transformation that has certain properties such as minimizing the extent of the temporal dimension(s) of \( TS \), or the extent of the spatial dimension(s) of \( TS \), or maximizing throughput, or a combination of these. Instead, we concentrate on \( P \) and on the way in which the unimodularity or non-unimodularity of \( T \) affects it.

An explicit representation of \( TP \) must provide (1) a spatial enumeration of the processes and a temporal enumeration of the operations of each process and (2) in order to obtain the correct data references as specified in the source program, for each point in \( TS \), the inverse image under \( T \). We require that \( TP \) be defined by a set of loops. For spatial composition we use the operator \( \text{par} \), temporal composition is denoted by \( \text{seq} \). Both may be used in an indexed form that allows enumeration. Communications are indicated by \( \text{send} \) and \( \text{recv} \).

3 Parallelizing Compilation

Parallelizing compilers create two types of loops: DOALL and DOACROSS. DOALL loops have the property that each iteration is completely independent of the others. When each iteration of a DOALL loop is executed on a separate processor, no communication is needed between the processors. The iterations of a DOACROSS loop may depend on each other. They are constrained to execute in sequence, either on the same processor or on different processors. In the latter case, communication must enforce the sequencing. In our notation, both DOALL and DOACROSS loops are \( \text{par} \) loops: a DOALL loop is a \( \text{par} \) loop without communications in its body.

The first step in determining which iterations are independent is to capture the dependences that could constrain the order of their execution. Conditions on the set of direction vectors determine which loops may be executed in parallel. When these conditions are not met, certain transformations, when legal (that is, preserving the desired aspects of the source program's behaviour), can establish them by changing the loops and/or the way variables are indexed. Recent research has provided a theory for these transformations [6, 22, 28], but only for DOALL loops.

4 Systolic Design

Systolic arrays are a restricted form of parallel processor network. A systolic array comprises a set of simple processors laid out in a regular topology. Only local data connections exist and the parallelism is usually synchronous. (Synchrony is not required [18]. It simplifies VLSI implementations of communication but is inappropriate for asynchronous programmable processor networks [20].) These restrictions require algorithms that exhibit extremely simple and regular data access patterns:
traditionally, ones with constant dependence vectors [24] (but recently also more
general forms). The source programs are expressed either as recurrence equations,
deﬁned on a subset of \( \mathbb{Z}^r \), or, equivalently [9], as a set of nested loops.

The space-time transformation can be divided into two linear functions: place
determines the spatial and step the temporal dimension(s) of \( TS \). In the conventional
approach, \( TS \) has \( r-1 \) spatial dimensions and one temporal dimension (where \( r \)
is the number of loops in the source program). The sequential (seq) loop is either the
outermost loop or the innermost loop; the former results in a synchronous, the latter
in an asynchronous target program.

5 Unimodular Transformations

In both areas, one requires that the transformation \( T \) be invertible. Otherwise, two
operations may be mapped to the same place and the same time, which contradicts the
premise that the multiprocessor array consists of sequential processors (from the
programmer’s point of view).

Deﬁnition 1 A transformation is unimodular if and only if

1. it is invertible,

2. it maps integer points to integer points, and

3. its inverse maps integer points to integer points.

An integer matrix is unimodular if and only if it has a unit determinant.

Thus, a unimodular transformation \( T \) and its inverse \( T^{-1} \) are both matrices in \( \mathbb{Z}^{r \times r} \).

Unimodularity has extremely pleasant consequences for the derivation of the
target program. It means that the target program need only enumerate every integer
valued point within the convex hull of the target space and, for each point, execute
the operation deﬁned by applying \( T^{-1} \) to it. Non-unimodular transformations can
be thought of as creating “holes” in the target space: integer points in the convex hull of \( TS \) that are not in the range of \( T \).

Is it easy to obtain unimodular transformations? The basic transformations in
parallelizing compilation correspond to elementary matrices that are unimodular [5].
Moreover, the composition of the transformations corresponds to the matrix product
– which preserves unimodularity. When using unimodular transformations, it suﬃces
to coerce non-integer points derived in the target space to the closest interior integer
points (using floor or ceiling functions), since all integer-valued points inside the
space boundaries are “good” points. Dowling [12] and Irigoin [15] present algorithms
for deriving a unimodular transformation from an initial vector representing the
wavefront direction (for programs that are amenable to wavefronting).

Ribas [25] uses only unimodular transformations, taking the position that uni-
modal transformations are suﬃcient for the actual programs one encounters.

Leverge, Mauras and Quinton [21] require unimodularity. For a non-unimodular
transformation, they deﬁne a unimodular extension on a target space with one added
dimension.
An Example

The following program multiplies the coefficients of two polynomials $a$ and $b$, both of degree $n$, and produces a polynomial $c$ of degree $2n$.

\[
\begin{align*}
\text{for } i &= 0 \rightarrow 1 \rightarrow n \\
&\quad \text{for } j = 0 \rightarrow 1 \rightarrow n \\
&\quad \quad c[i+j] := c[i+j] + a[i] b[j]
\end{align*}
\]

Figure 1 depicts the index space $TS$ of the program. One valid transformation and its inverse are:

\[
T = \begin{bmatrix} 2 & 1 \\ 1 & 1 \end{bmatrix} \quad T^{-1} = \begin{bmatrix} 1 & -1 \\ -1 & 2 \end{bmatrix}
\]

$T$ skews the inner loop and then wavefronts both loops. It is unimodular and has the determinant $+1$. This transformation produces the target space depicted in Figure 2. The horizontal axis, with coordinate $t$ (for time), can be implemented by a sequential loop. The vertical axis, with coordinate $p$ (for process), can be implemented by a parallel loop— a DOALL loop if it is the inner loop. Which one is the outer loop, and which the inner, depends on whether the program is implemented with synchronous or asynchronous parallelism. The target program is executed by enumerating the points in $TS$ and, for each point, applying a modified operation. The point $(t,p)$ in the target space corresponds to the point $(i,j) = T^{-1}(t,p) = (t - p, 2p - t)$ in the index space. In the target program, variables must be indexed in terms of target space coordinates; for example, $c[i+j]$ becomes $c[(t - p) + (2p - t)] = c[p]$. The target program is:

\[
\begin{align*}
\text{seq } t &= 0 \rightarrow 1 \rightarrow 3n \\
\text{par } p &= \max([t/2], t - n) \rightarrow 1 \rightarrow \min(t, [(t + n)/2]) \\
&\quad c[p] := c[p] + a(t - p) b[2p - t]
\end{align*}
\]

To preserve the dependences of the source program, a barrier synchronization between iterations of the outer loop is required; all processes $p$ of one seq iteration must
Figure 2: The target space produced by a unimodular transformation. The thick lines represent the loop bounds of the target program.

terminate before the next seq iteration can begin. That is, the seq loop imposes synchrony on the par loop.

As written above, the target program implicitly assumes the use of a shared-memory multiprocessor. Execution on a distributed memory machine requires the insertion of communication directives for the exchange of non-local data between processors. (On an asynchronous distributed architecture, one can save the overhead of the barrier synchronization by making the seq loop the inner loop; then the data dependences are imposed by the data communications per se.)

There are several methods for the derivation of the loop bounds in the target program: Wolf and Lam [28], Irigoin [15], Feautrier [13], and Ancourt [4] all give general algorithms. Ribas [25] uses an algorithm that covers simple cases (linear loop bounds) and decomposes the target space when necessary.

6 Non-Unimodular Transformations

Any approach that permits non-unimodular transformations must ensure that only the “good” points – those in $\mathcal{TS}$ – are actually executed; integer points that do not correspond to iterations of the source program must not be executed. Perhaps the simplest solution is to enumerate every integer point in a superset of $\mathcal{TS}$ – the convex hull is particularly simple – and then to check each point at run time to see whether $T^{-1}$ applied to the point corresponds to a point in $\mathcal{TS}$. With this strategy, one can use the same methods as for the unimodular case. The question is whether it is possible to move (at least some of) the computation involved in determining “goodness” from run time to compile time. A related question is what amount of run-time overhead such compilation methods induce.

This is the approach of Lu and Chen [22]. They do not make clear how inefficient this method is or what the complexity of the tests must be. (In their examples they hand-optimize them to simple inequalities.) Yang and Choo [30], who belong to
the same research group as Lu and Chen, also disregard unimodularity but express
the boundaries of the target space as linear equations instead of loop bounds. A
transformation of the linear equations to loop bounds is possible but non-trivial
[13, 15].
A more complicated, but also more accurate approach is to enumerate the points
in $TS$ precisely. In our own work [7, 8], we define the target program piecewise,
using repeaters – a notation of tuple-valued loop indices. By using piecewise loop
bounds and non-unit strides in the target programs, we avoid the imprecise bounds
of Wolf and Lam [28] and the holes of Leverge, Mauras and Quinton [21].

The Example Revisited

For the same example, one valid non-unimodular transformation and its inverse are:

$$T = \begin{bmatrix} 2 & 1 \\ 1 & -1 \end{bmatrix} \quad T^{-1} = \begin{bmatrix} 1/3 & 1/3 \\ 1/3 & -2/3 \end{bmatrix}$$

The determinant of $T$ is $-3$, the target space is depicted in Figure 3. Note that it is
not dense in the integers: points in $TS$ are separated by integer points not in $TS$.

We illustrate first the simple approach. Figure 4 depicts the convex hull of $TS$.
The synchronous program with a guard that establishes “goodness” is:

```plaintext
seq t = 0 \mapsto 1 \mapsto 3n
par p = \max(-t, [(t - 3n)/2]) \mapsto 1 \mapsto \min([t/2], 3n - t)
if $T^{-1}(t, p) \in TS \rightarrow c(2t - p)/3 := c[(2t - p)/3] + a[(t + p)/3]b[(t - 2p)/3]$
[] $T^{-1}(t, p) \notin TS \rightarrow$ skip
```

The guard $T^{-1}(t, p) \in TS$ may be simplified, but it is not clear how much of the
simplification can be mechanized.
Figure 4: The convex hull of the target space produced by a non-unimodular transformation.

Figure 5: Non-convex boundaries for the synchronous program

Following the second approach, Figure 5 shows the precise bounds of the target space. A synchronous program that specifies these bounds and uses non-unit strides to omit the points that do not correspond to iterations in the source program is:

\[
\begin{align*}
\text{seq } t &= 0 \leftarrow 1 \rightarrow 3n \\
lb, rb &= f.t, g.t \\
\text{par } p &= lb \leftarrow 3 \rightarrow rb \\
c[(2t - p)/3] &= c[(2t - p)/3] + a[(t + p)/3] b[(t - 2p)/3]
\end{align*}
\]
where

\[
\begin{align*}
    f(t) & = \begin{cases}
        t & \text{if } 0 \leq t \leq n \\
        n \leq t \leq 3n \land 2 \mid (t - 3n) & \rightarrow (t - 3n)/2 \\
        n \leq t \leq 3n \land 2 \not\mid (t - 3n) & \rightarrow (t - 3n + 3)/2
    \end{cases}
\end{align*}
\]

and \( g \) is a similar piecewise linear function. Recalculating the number of active processes on each sequential iteration may be inefficient, in general. Consider, however, an asynchronous program – one defined by indexing the inner instead of the outer loop by \( t \). In the absence of a synchronous loop enforcing the data dependences, the data communication constrains the order of execution, as explained before. Each process begins by calculating the loop bounds for its sequential loop. Given asynchronous processes that are static and do not contain nested loops (which is the case for full-dimensional systolic arrays), the overhead incurred by this calculation should be negligible. This is our approach. Our asynchronous target program is:

\[
\begin{align*}
    \text{par } p & = - n \leftarrow 1 \rightarrow n \\
    lb, rb & := f_p, g_p \\
    \text{seq } t & = lb \leftarrow 3 \rightarrow rb \\
    \quad \text{recv } a((t + p)/3) \text{ from } p + 1 \\
    \quad \text{recv } b((t - 2p)/3) \text{ from } p - 1 \\
    \quad \text{recv } c((2t - p)/3) \text{ from } p - 2 \\
    \quad c((2t - p)/3) & := c((2t - p)/3) + a((t + p)/3) \ b((t - 2p)/3) \\
    \quad \text{send } a((t + p)/3) \text{ to } p - 1 \\
    \quad \text{send } b((t - 2p)/3) \text{ to } p + 1 \\
    \quad \text{send } c((2t - p)/3) \text{ to } p + 2
\end{align*}
\]

where \( f \) and \( g \) are similar as before. Our method generates these functions automatically, but may create more processes than necessary: for simplicity, we use the rectangular closure of the dimensions of \( TS \) that are represented by parallel loops. A better algorithm that calculates more accurate par loop bounds could be used. When there is only one parallel loop, as in our example, our method creates no extra processes.

7 Conclusions

We conclude that, although unimodularity clearly simplifies the derivation of the target program, it is not essential. The most obvious concept introduced by non-unimodular transformations, non-unit loop strides in the target program, is the easiest part of the problem. A much more difficult matter is the precise description of the non-convex boundaries that delineate the “good” points. Methods for coping with non-unimodular transformations require not only the ability to generate piecewise linear loop bounds but also to analyze the transformation \( T \) along with \( TS \) in order to specify the non-convex boundaries. There certainly is enough information available at compile-time to make the alternative – testing at run time – unnecessary.

Research intended for slightly different purposes (for example, [3]) may be adaptable to such derivations. Possibly, the “folding” proposed by Clauss, Mongenet, and Perrin [11], could also be used to make non-convex domains convex.
Our viewpoint is that the drawbacks of non-unimodularity depend on the structure of the target program. At least for some asynchronous distributed-memory programs, non-unimodularity incurs less overhead than for synchronous programs intended for shared-memory machines. On the other hand, one should not simply dismiss the concept of unimodularity: dealing with a non-unimodular target space is non-trivial.
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