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1 Discussion

Let Atom be a �nite set of atomic processes or atoms, Act a �nite set of

actions, and Π a collection of productions of the form X
a→ Y , where X, Y ∈

Atom and a ∈ Act. Regarding the atoms as states of a system, we can think of

the production X
a→ Y as specifying a possible evolution, or derivation of the

system from state X to Y via action a. What we have is nothing more than a

�nite state automaton, familiar from formal language theory.

We can generalise this situation somewhat by allowing both the states and

the right hand sides of productions to be terms constructed from atoms using

an associative, non-commutative operator \ · " that we think of as \sequential

composition." The productions specify the derivations available to atoms, and

hence, by extension, to terms: the derivations available to a general term P =

X1 · · · · · Xn are precisely those of the form

P
a→ X ′1 · X2 · · · · · Xn,

where X1
a→ X ′1 is a derivation of the atom X1 . (Note that X ′1 is not in general

an atom, and may be ε, the empty term.) The non-commutativity of the

sequential composition operator is re
ected in the restriction that productions

can be applied only to the leftmost atom.

By way of example, if Atom = {X}, Act = {a, b}, and the available produc-

tions are

X
a→ X · X and X

b→ ε,

then the states reachable (by some sequence of derivations) from X are ε, X,

X ·X, X ·X ·X, . . . , and the available action-sequences from state X to itself are

ε, ab, abab, aabb, ababab, . . . , i.e., all \balanced parenthesis sequences."

In the �eld of concurrency theory, systems de�ned by sets of productions

of the form just described are known as \context-free" or \Basic Process Al-

gebra" (BPA) processes. (What we have been terming \states" are commonly

referred to as processes in concurrency theory.) In language-theoretic terms, a

BPA process is equivalent to a pushdown automaton with one state. However,

concurrency theory is distinguished from formal language theory in having a

di�erent set of concerns: given two BPA processes P and Q we are interested

not in whether the action-sequences available to the P and Q are equal as sets

(a static notion), but in whether P and Q are \behaviourally equivalent" in a

dynamical sense.

What is the \correct" notion of behavioural equivalence for concurrent pro-

cesses? A popular and mathematically fruitful answer is the relation of bisimil-

arity: two processes are bisimilar, or bisimulation equivalent, if, roughly, they

may evolve together in such a way that whenever the �rst process performs a

certain action, the second process is able to respond by performing the same

action, and vice versa. (Precise de�nitions of this and other terms appearing

in this section will be given in Section 2.) The notion of bisimulation equival-

ence was introduced by Park [11] around 1980, and has been intensively studied
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since. Bisimilarity plays an important role in algebraic theories of concurrency,

such as that based on Milner's CCS [9].

As we have already seen, a BPA process may have in�nitely many states, so

it is by no means clear, a priori, that there is an e�ective procedure for deciding

whether two BPA processes P and Q are bisimilar. The �rst such procedure

was presented by Christensen, H�uttel and Stirling [6], though no upper bound

on complexity could be o�ered at the time. Subsequently, Burkart, Caucal

and Ste�en showed the decision problem to be \elementary," i.e., to have time-

complexity bounded by some constant-height tower of exponentials [3].

With an eye to modelling concurrent systems, we may introduce an asso-

ciative, commutative operator \ | " representing \parallel composition." Basic

Parallel Processes (BPP) are terms constructed from atoms using just this

parallel composition operator. Derivations on atoms may be de�ned, as in

BPA, by a �nite set of productions, and then extended to terms in the natural

way. The commutativity of the parallel composition operator expresses itself

in the ability of a process P | Q | R, say, to evolve through any of P, Q or R un-

dergoing a derivation. Bisimilarity of pairs of BPPs was shown to be decidable

by Christensen, Hirshfeld and Moller [5], but is not known to be elementary.

Is is natural to consider processes built from atoms using both sequential

and parallel composition operators. As before, derivations on atoms may be

de�ned by a grammar, the productions of which have atoms on the left hand

side, and arbitrary terms on the right. The derivation relation extends to terms

in the natural way, respecting the commutativity of parallel composition; so

that, for example, if U, X, Y, Z ∈ Atom and U
a→ U ′ , X

a→ X ′ , Y
a→ Y ′ and

Z
a→ Z ′ are possible derivations, then (adopting the convention that \ · " binds

more tightly than \ | "), the process (U | X) · Y | Z has all of

(U ′ | X) · Y | Z, (U | X ′) · Y | Z and (U | X) · Y | Z ′

as possible derivatives (via action a), but not (U | X) · Y ′ | Z. This set-up

can be viewed as a fragment of the process algebra ACP, the Algebra of Com-

municating Processes of Bergstra and Klop [2]; we refer to this fragment as

PA. As a model for concurrent systems, PA still lacks the important element of

synchronisation (the \C" in \ACP"), but at least it represents step towards the

the kind of expressivity that would be required to describe realistic concurrent

systems.

An open problem of some years' standing is whether bisimilarity of PA

processes is decidable and, if so, how great is its computational complexity. We

are not able to provide a complete answer to this question. However, we are

able to present a decision procedure for the subclass of \normed" PA processes.

The property of being normed applies to processes generally, independently of

how they are described (in BPA, BPP, PA, or whatever). A process P is said

to be normed if, for all P∗ that can be reached from P via some sequence of

derivations, there is a further sequence of derivations that reduces P∗ to ε. For
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processes described in BPA, BPP or PA, a su�cient condition for being normed

is that all atoms X ∈ Atom can be reduced to ε via some derivation sequence.

The assumption of normedness seems innocuous; nevertheless, experience

suggests that normed processes are easier to cope with than arbitrary ones.

For both BPA and BPP, bisimilarity was shown �rst shown to be decidable

for normed processes: in the case of BPA by Baeten, Bergstra and Klop [1],

and in the case of BPP by Christensen, Hirshfeld and Moller [4]. Furthermore,

Hirshfeld, Jerrum and Moller have presented polynomial-time algorithms for

deciding bisimilarity for both normed BPA [7] and normed BPP [8]. The same

phenomenon now reappears in the context of PA.

At the core of the problem of deciding bisimilarity of PA processes lies the

surprising complexity of interactions that can occur between sequential and

parallel composition. In particular, there are situations in which the sequential

composition of two processes P1 ·P2 may be equivalent to a parallel composition

Q1 | Q2 of two other processes. A trivial example is given by Atom = {X},

Act = {a, b} and productions

X
a→ X | X and X

b→ ε,

which system is equivalent to the example using sequential composition given

earlier. But this is just the simplest case, and the equivalence P1 · P2 ∼ Q1 | Q2

in fact has an in�nite set of solutions of apparently unbounded complexity.

The key to our approach is to develop a structure theory for PA that com-

pletely classi�es the situations in which a sequential composition of two pro-

cesses can be bisimilar to a parallel composition. Fortunately, the in�nite col-

lection of examples mentioned earlier can be covered using a small number of

patterns (applied recursively). As a consequence of the classi�cation we obtain

a decision procedure for bisimilarity in normed PA. Unfortunately, the struc-

ture theory we develop relies crucially on unique decomposition of processes

into sequential and parallel prime components, which in turn relies of normed-

ness, so there seems little hope of a direct extension to the general (un-normed)

case.

It is a chastening thought that we have absolutely no information concerning

the complexity of deciding bisimilarity for general (un-normed) PA: the two

extremes|that bisimilarity is in the class P, or that it is undecidable|are

perfectly consistent with our current lack of knowledge.

2 Notation and Basic facts about PA

Here, we collect together many de�nitions that are standard in the area. Be-

cause they are numerous and routine, we shall not explicitly 
ag de�nitions as

such in this section.

Recall that Atom is a �nite set of atomic processes or atoms, and Act Atoms, actions

and processes.a �nite set of actions. We let U, X, Y, Z stand for generic atoms, and a, b, c
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for generic actions; other naming conventions will be introduced as and when

convenient. The set Proc of processes contains all terms in the free algebra

over Atom generated by the non-commutative associative operator \ · " of se-

quential composition, and the commutative associative operator \ | " of paral-

lel composition.

A PA process is de�ned by a �nite set Π of productions, each of the formPA process,

derivation,

immediate

derivative.
X

a→ P, (1)

where X ∈ Atom, a ∈ Act and P ∈ Proc. A production such as (1) speci�es

a derivation available to X: atomic process X undergoes action a to become

process P. The notion of derivation may be extended to arbitrary processes

P ∈ Proc in the natural way:

• if P
a→ P ′ then P ·Q a→ P ′ ·Q;

• if P
a→ P ′ then P | Q

a→ P ′ | Q;

• if Q
a→ Q ′ then P | Q

a→ P | Q ′.

(The last rule adds nothing new, but is included to emphasise the commutative

nature of parallel composition.) If P
a→ Q for some action a we say that Q

is an immediate derivative of P. We drop the label a from the derivation

P
a→ Q in cases where the associated action a is unimportant.

We write P ; P∗|and say that P∗ is a derivative of P|if there is someDerivative,

labelled

transition system.
sequence of processes P0, P1, . . . , Pl such that

P = P0 → P1 → · · ·→ Pl-1 → Pl = P∗;

the number l is the length of the derivation sequence. Note that an immediate

derivative corresponds to the special case l = 1. We shall typically use P ′ to de-

note an immediate derivative of P, and P∗ to denote a (general) derivative. The

collection of all derivations de�nes a structure known as a labelled transition

system : formally, this is just a labelled directed multigraph on vertex set Proc,

in which there is an edge labelled a from P to P ′ precisely when P
a→ P ′ . Note

that the �nite set of productions Π may de�ne an in�nite labelled transition

system.

When writing PA processes we adopt a couple of conventions: sequentialNotational

conventions. composition binds more tightly than parallel composition, and exponentiation

is used to denote a parallel composition of several copies of a process, thus

Pk = P | . . . | P︸ ︷︷ ︸
k copies

.

The norm ||P|| of a process P ∈ Proc is the length of a shortest derivationNorm, reduction,

immediate

reduct, reduct.
sequence P ; ε if such a sequence exists, and ∞ otherwise. A process P is

said to be normed if every derivative P∗ of P has �nite norm. Note that if all
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atoms X ∈ Act have �nite norm, than all processes P ∈ Proc will be normed.

A reduction is a derivation P
a→ P ′ that reduces norm, i.e., ||P ′|| < ||P||; we say

that P ′ is an immediate reduct of P. Note that if P
a→ P ′ is any reduction

then ||P ′|| = ||P|| − 1. A (general) reduct of P is any process P∗ that can be

reached from P via a sequence of reductions.

Observation 2.1 If P and Q have �nite norm, then ||P · Q|| = ||P | Q|| =

||P|| + ||Q||.

A binary relation R on Proc is a bisimulation if the following conditions Bisimulation

relation,

bisimilarity (or

bisimulation

equivalence).

are satis�ed:

• for all P, Q, P ′ ∈ Proc and a ∈ Act such that P R Q and P
a→ P ′ , there

exists Q ′ ∈ Proc such that Q
a→ Q ′ and P ′ R Q ′; and

• for all P, Q, Q ′ ∈ Proc and a ∈ Act such that P R Q and Q
a→ Q ′ , there

exists P ′ ∈ Proc such that P
a→ P ′ and P ′ R Q ′ .

The property of being a bisimulation is closed under union, so there is a unique

maximal bisimulation that we shall denote by \ ∼ ". Two processes P, Q such

that P ∼ Q are said to be bisimilar or bisimulation equivalent. Note that

bisimilarity is well de�ned for PA, being invariant under rearrangement of

terms, using associativity of sequential composition and associativity and com-

mutativity of parallel composition.

By way of example, suppose Atom = {H, K, X}, Act = {a, b, c}, and Π is the An example of a

pair of bisimilar

processes.
set of productions

X
a→ X2, K

c→ X, H
c→ K | X2

X
b→ ε, K

c→ K | X, H
c→ H | X

Then

H · X ∼ K · X | K · X, (2)

as can be veri�ed by explicit construction of a bisimulation R containing the

pair 〈H · X, K · X | K · X〉:

R =
{〈

(H | Xi+j) · X, (K | Xi) · X | (K | Xj) · X
〉

: i, j ∈ N
}

∪
{〈

(K | Xi+j+1
) · X, (K | Xi

) · X | Xj · X
〉

: i, j ∈ N
}

∪
{〈

(K | Xi+j
) · X, (K | Xi

) · X | Xj
〉

: i, j ∈ N
}

∪
{〈

Xi+j+1 · X, Xi · X | Xj · X
〉

: i, j ∈ N
}

∪
{〈

Xi+j · X, Xi · X | Xj
〉

: i, j ∈ N
}

∪
{〈

Xi · X, Xi+1
〉

: i ∈ N
}
.

It is a routine exercise to check that R satis�es the de�nition of a bisimulation.

This relatively simple example hints at the technical di�culties that lie at

the heart of the problem of deciding bisimilarity of PA processes: observe that
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an equation such as (2) may hold even though the l.h.s. is formally a sequential

composition and the r.h.s. a parallel composition, and even though both sides

are in�nite state (i.e., the set of processes reachable from either side is in�nite).

The bisimulation relation on PA processes possesses algebraic structure

which is crucial to our decision procedure.

Observation 2.2 Bisimulation equivalence is a congruence under sequentialBisimilarity is a

congruence. and parallel composition. That is,

P · R ∼ Q · R, R · P ∼ R ·Q and P | R ∼ Q | R,

for all P, Q, R satisfying P ∼ Q.

Note that Observation 2.2 holds even if the some of the processes involved have

in�nite norm.

For normed processes the situation is even better. We say that a normedSequential and

parallel primes. process P is a sequential prime (respectively a parallel prime) if it is not bisim-

ilar to any process of the form P1 ·P2 (respectively P1 | P2) with ||P1||, ||P2|| > 0.

The use of the term \prime" here is justi�ed by the following facts.

Proposition 2.3 SupposeUnique sequential

decomposition.
P1 · P2 · · · · · Pn ∼ Q1 ·Q2 · · · · ·Qm,

where the processes Pi and Qj are sequential primes of �nite norm. Then

n = m, and Pi ∼ Qi, for all 1 ≤ i ≤ n.

Proof. See, for example, Hirshfeld et al. [7].

Proposition 2.4 SupposeUnique parallel

decomposition.
P1 | P2 | . . . | Pn ∼ Q1 | Q2 | . . . | Qm,

where the processes Pi and Qj are parallel primes of �nite norm. Then

n = m, and there exists a permutation π of the integers {1, 2, . . . , n} such

that Pi ∼ Q�(i), for all 1 ≤ i ≤ n.

Proof. See, for example, Christensen et al. [4].

(The phenomenon of unique decomposability of processes was �rst noted by

Milner and Moller [10].) Note that Propositions 2.3 and 2.4 require the com-

ponent processes to have �nite norm. It is because we make extensive use

of unique decomposition that our decision procedure is restricted to normed

processes.

Note also that Propositions 2.3 and 2.4 imply a converse to Observation 2.2,

which allows cancellation of like components. Thus, if P, Q, R are normed andCancellation

rules. P · R ∼ Q · R, then P ∼ Q. In fact, the cancelled processes do not need to

be equal, merely bisimilar. Similar cancellation rules can be formulated for

the other two cases in Observation 2.2. Cancellation fails for general (possibly

in�nite norm) processes.
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3 Outline of the decidability proof

The full proof of decidability is long and technically involved, so we o�er in

this section a rough guide to its main features.

To motivate the approach, let us attempt to build a (non-deterministic)

decision procedure directly from the de�nition of bisimilarity. Given a pair or

processes 〈P, Q〉, we wish to decide whether P ∼ Q. We try all derivations

P
a→ P ′ (note that there are �nitely many) and for each one guess a match-

ing derivation Q
a→ Q ′. (By \matching" derivation we mean one for which

P ′ ∼ Q ′ .) Symmetrically, for each derivation Q
a→ Q ′ we guess a matching

derivation P
a→ P ′ . Let us call the process of generating all pairs 〈P ′, Q ′〉 de-

rived from 〈P, Q〉 an \expansion step." If there exists a derivation P
a→ P ′ that

is not matched by any derivation Q
a→ Q ′ (i.e., Q is incapable of performing

action a), we say the expansion step fails; in this case, we immediately halt

and reject.

Otherwise we consider all the derived pairs of processes 〈P ′, Q ′〉 and apply

the expansion step to them to build a second level of derived processes, and

then a third, and so on. If P ∼ Q then the nondeterministic choices can be

made so that no expansion step fails. Conversely, if P /∼ Q then, eventually,

some expansion step must fail, whatever nondeterministic choices are made.

The main (and only) objection to the above approach is that the derived

processes can grow without limit, so that the procedure will not in general

terminate in the case P ∼ Q. We counter this objection by combining the

expansion step with a complementary simpli�cation step that cuts in when the

norm of P and Q becomes larger than the norm of any atom. In this situation,

P and Q must either be sequential or parallel compositions. If P and Q are

of the same kind|both sequential or both parallel|the simpli�cation step is

straightforward. For example, if P = P1 ·P2 and Q = Q1 ·Q2 with ||P1|| ≥ ||Q1||,

then we guess a process R with norm ||R|| = ||P1|| − ||Q1||; then we replace the

pair 〈P, Q〉 by the two smaller pairs 〈P1, Q1 · R〉 and 〈R · P2, Q2〉. This is an

appropriate action, since, by unique factorisation,

P ∼ Q ⇐⇒ ∃R
[
P1 ∼ Q1 · R ∧ R · P2 ∼ Q2

]
.

A similar simpli�cation step is available when P and Q are both parallel com-

positions.

The di�cult case for simpli�cation is when (say) P is a sequential compos-

ition, and Q a parallel composition, leading to a so-called \mixed equation."

For this case we develop a structure theory that classi�es the situations when

P ∼ Q. The range of possible mixed equations is remarkably rich, and it is this

fact that leads to the technical complexities of the proof. Nevertheless, the clas-

si�cation can be described with su�cient precision to allow the simpli�cation

step described above to be extended to mixed equations.

An overview of the structure theory is presented in Figure 1. For the few

readers who wish to brave the full proof presented in later sections, we hope Fig-
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Mixed equation:

F ·G ∼ P1 | . . . | Pn

(choose F to have smallest

possible norm, so that F is not

a sequential composition).

Monomorphic equation:

F · (T | (F · T)n-1) ∼ (F · T)n ,

where F is a \monomorphic

atom" and T is any term

(see Theorem 5.2).

F·Xm ∼ A1 ·Xm | . . . | An ·Xm | Xl

(see Theorem 4.2(c)).

Mixed equation with

a \series-parallel tail"

(see Section 6).

Mixed equation with

a non-series-parallel tail:

F is an atom

(see Theorem 8.6).

(T | Xi) · Xm ∼ T · Xm | Xi ,

where T is any term

(see Lemma 6.7).

Pumpable equation:

(F1 | H) · Xm ∼ (V | H) · Xm | R

where F1 is a parallel prime,

R = Ke1 · Xm | . . . | Ken-1 · Xm ,

K is an \X-monomorphic term"

and H is a product

of \generalised K-primes"

(see Theorem 7.18).

	

G /∼ Xm

^

G ∼ Xm

	

X · X ∼ X | X

U

X · X /∼ X | X

	

n = 1

s

n > 1

Figure 1: Outline of the structure theory for mixed equations
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ure 1 will provide a useful map; for the majority, Figure 1, taken in conjunction

with the referenced theorems and Section 9, will probably prove su�cient.

4 Mixed equations: preliminaries and normal form

Our procedure for deciding bisimilarity in PA relies on having a complete classi-

�cation of the circumstances in which a sequential composition of two processes

can be bisimilar to a parallel composition.

Definition 4.1 A mixed equation is an equivalence of the form Mixed equation,

minimal mixed

equation, unit.F ·G ∼ P1 | · · · | Pn, (3)

where P1, . . . , Pn are parallel primes, and n ≥ 2. We say that (3) is a

minimal mixed equation if ||F|| = 1; in this case, F is necessarily an atom of

norm one, or unit. We reserve the letters X, Y and Z to stand for units.

Our basic normal-form theorem for mixed equations follows after technical

lemma.

Lemma 4.1 Let T = P1 | P2 | · · · | Pn be a decomposition of a process T

into parallel primes. If all the immediate reducts of T are bisimilar to

each other then P1 ∼ P2 ∼ · · · ∼ Pn ∼ P, i.e., T ∼ Pn is a (parallel) power.

Furthermore, P has a unique immediate reduct (up to bisimulation).

Proof. Let T ′ be the unique immediate reduct on the l.h.s., so that T → T ′

with ||T ′|| < ||T ||. Let Pi and Pj be two factors on the r.h.s., and P → P ′i ,

P → P ′j be two immediate reducts. By assumption,

P1 | · · · | P ′i | · · · | Pj | · · · | Pn ∼ P1 | · · · | Pi | · · · | P ′j | · · · | Pn,

and, by unique decomposition, P ′i | Pj ∼ Pi | P ′j . The prime process Pi is either

bisimilar to the prime Pj or to a component of P ′i , and, since ||P ′i || < ||Pi||,

we must conclude the former. The �nal part of the lemma is again an easy

consequence of unique factorisation.

Theorem 4.2 (a) In a minimal mixed equation, all the components on the Normal-form

theorem for

mixed equations.
r.h.s. are bisimilar to each other:

Y ·G ∼ Pn and G ∼ P ′ | Pn-1, (4)

where P ′ is the unique reduct of P.

(b) Every mixed equation can be reduced to a minimal mixed equation,

which is unique up to bisimilarity.
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(c) If ||F|| > 1 then there is a unit X such that G ∼ Xm, and each compon-

ent Pi is bisimilar either to X or to a sequential composition of the

form A · Xm (the same m as in the decomposition of G). Thus the

normal form for mixed equations with ||F|| > 1 is

F · Xm ∼ A1 · Xm | · · · | An · Xm | Xl. (5)

(d) The minimal equation obtained by reducing equation (5) is

Y · Xm ∼ Xm+1, (6)

where Y is a unit.

(e) Every immediate derivative of X is bisimilar either to some power

of X, or to a sequential composition B · Xm (the same m as in the

decomposition of G). In particular, if m ≥ max{||X ′|| : X → X ′}, then

every derivative of X is bisimilar to a power of X.

Proof. If ||F|| = 1 in equation (3) then F · G has a unique immediate reduct.

By Lemma 4.1, the r.h.s. of equation (3) is a power. This gives part (a) of the

lemma.

If ||F|| > 1 then reduce the r.h.s. for ||F|| − 1 steps, always selecting a com-

ponent of largest norm. No component will disappear before they are all of

norm 1, so that by the time the l.h.s. becomes Y ·G, with Y a unit, the r.h.s.

is still a parallel composition. Since the only immediate reduct on the l.h.s. is

G, we conclude from Lemma 4.1 that the r.h.s. is a power:

Y ·G ∼ Qn and G ∼ Q ′ | Qn-1. (7)

If an alternative derivation sequence leads to Ŷ · G on the l.h.s. and a parallel

composition on the r.h.s., where Ŷ is a unit, then, for the same reasons,

Ŷ ·G ∼ Q̂n̂ and G ∼ Q̂ ′ | Q̂n̂-1.

Comparing the two expressions for G we see that Q ∼ Q̂ and n = n̂, since Q

and Q̂ are both parallel primes. But then Y ∼ Ŷ also, by unique sequential

decomposition of Qn ∼ Q̂n̂. This proves (b).

If ||F|| > 1, then in reducing F to Y the �nal step was F∗ → Y , so that the

original equation evolved into

F∗ ·G ∼ Q1 | Q2 | · · · | Qr, (8)

where we assume that the r.h.s. is fully factorised. Note that r ≥ 2, since the

reduction was done in such a way as to preserve the parallel composition. By

part (b), any reduction on the r.h.s. of (8) that retains its parallel form leads

to minimal equation (7). Without loss of generality, we assume that Q1 → Q ′1
reduces (8) to the minimal equation, so that

Q ′1 | Q2 | · · · | Qr ∼ Qn.
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Hence Q2 ∼ Q. We shall show that ||Q|| = 1. Assume to the contrary that

||Q|| > 1. Then reducing Q2 in equation (8) also retains the parallel form on

the r.h.s., so that also

Q1 | Q ′2 | · · · | Qr ∼ Qn,

which is impossible, since ||Q ′2|| < ||Q|| and Q is a parallel prime. Thus Q is a

unit and we denote it by X. Clearly, G ∼ Xm , where m = ||G|| and the original

equation (3) becomes

F · Xm ∼ P1 | · · · | Pn.

For each Pi we may eliminate on the right all the components except Pi . If

||Pi|| ≤ m we end up with Xk ∼ Pi , for some k ≤ m; and if ||Pi|| > m with

F∗ · Xm ∼ Pi . This proves (c), with the component Xl accumulating all the

components Pi with ||Pi|| ≤m.

Part (d) is an easy exercise: reduce each Ai on the r.h.s. to ε, and then

reduce X's as necessary.

Finally, starting with equation (6), we analyse the possible derivatives of X.

Assume that X → X ′ , so that Xm+1 → X ′ | Xm on the r.h.s. of (6). The l.h.s.

follows with Y ·Xm → Y ′ ·Xm . Hence Y ′ ·Xm ∼ X ′ | Xm . Now eliminate the Xm

on the right to obtain either Y∗ · Xm ∼ X ′ or Xk ∼ X ′, for some k ≤ m. This

completes part (e), and the proof of the lemma.

5 Monomorphic equations

The analysis of mixed equations of form (5), in which G is a power of a unit,

requires considerable work, which we leave to later sections. In this section we

analyse the complementary case, which turns out to be much more tractable.

By Theorem 4.2(c), we already know that ||F|| = 1; however, more can be said.

Definition 5.1 We say that an atom is monomorphic if Y → Y ′ implies Monomorphic

atom.Y ′ ∼ Y or Y ′ ∼ ε.

Since Y is normed, ||Y|| = 1, so that only units may have this property.

Observation 5.1 It is easy to decide if an atom is monomorphic, and if

two monomorphic atoms are bisimilar. For convenience, we may modify

the productions, keeping only one atom from each equivalence class (un-

der bisimilarity) of monomorphic atoms, so that the only derivatives of a

monomorphic atom Y are Y and ε.

If Y is monomorphic then, for every term T and every n ≥ 2, the following

mixed equation holds:

Y · (T | (Y · T)n-1) ∼ (Y · T)n. (9)

Definition 5.2 An equation of the form (9), with Y a monomorphic atom, Monomorphic

equation.is called a monomorphic equation.
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We shall see that this family includes all instances of mixed equations that are

not of the form (5).

Theorem 5.2 If G is not bisimilar to the power of a unit, then the mixedSu�cient

condition for an

equation to be

monomorphic.

equation F · G ∼ P1 | · · · | Pn must be monomorphic: F is a monomorphic

atom, Pi ∼ P ∼ F · T for some �xed T , and G ∼ T | (F · T)n-1 .

Proof. Since G is not the power of a unit, we know from Theorem 4.2(c) that

||F|| = 1, and from Theorem 4.2(a) that the r.h.s. is a power of some parallel

prime P, i.e., F ·G ∼ Pn . Moreover, P has a unique reduction P → P ′ , leading

to G ∼ P ′ | Pn-1 . Assume that F → F̂ /∼ ε, so that F ·G → F̂ · G. The r.h.s. of

the mixed equation responds with P → P̂, leading to

F̂ ·G ∼ P̂ | Pn-1.

Since this is again a mixed equation, and G is still not a power of an atom,

we again conclude that ||F̂|| = 1, and the r.h.s. is a power with ||P̂|| = ||P||.

Necessarily, P̂ ∼ P, so that the r.h.s., and hence the l.h.s., remains the same, up

to bisimilarity. Thus F̂ ∼ F, and F is monomorphic. Note that our analysis also

showed that if F → F then P → P, and if F→ ε then P → P ′ ; and since F has

no other move, P has no other move. It is therefore easy to see that P ∼ F · P ′ .
Thus every mixed equation is either of form (5) or (9).

As a corollary, we have a result that helps us analyse the situation when F

in equation (5) is a sequential composition. (The bulk of the structure theory

is concerned with the case of a parallel composition.)

Corollary 5.3 Consider the mixed equationStructure of

mixed equations

with a sequential

composition on

the l.h.s.

(F1 · F2) · Xm ∼ A1 · Xm | · · · | An · Xm | Xl, (10)

where the r.h.s. is a non-trivial (n + l ≥ 2) parallel prime decomposition.

One of the following two situations obtains:

• F2 ·Xm ∼ Xm+k and Ai ·Xm ∼ Bi ·Xm+k (with appropriately chosen Bi ),

so equation (10) is equivalent to

F1 · Xm+k ∼ B1 · Xm+k | · · · | Bn · Xm+k | Xl ;

• equation (10) is monomorphic, i.e.,

F1 · (F2 · Xm
) ∼ (A · Xm

)
n,

where F1 is a monomorphic atom, A ∼ F1 ·A ′ (where A ′ is the unique

reduct of A ), and

F2 · Xm ∼ A ′ · Xm | (A · Xm
)
n-1.
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Proof. Setting G = F2 · Xm , equation (10) becomes

F1 ·G ∼ A1 · Xm | · · · | An · Xm | Xl. (11)

If G is bisimilar to a power of a unit, say G ∼ Ym+k where k = ||F2||, then

after some reductions, we discover that Y ∼ X. Starting with F1 · Xm+k on the

l.h.s. and eliminating all but Ai · Xm on the r.h.s., we get F∗1 · Xm+k ∼ Ai · Xm .

(Note that ||F∗1|| > 0 since Ai ·Xm is a parallel prime.) This deals with the �rst

possibility.

If G is not bisimilar to a power of a unit, then equation (11) is a mono-

morphic equation by Theorem 5.2. Necessarily, Ai ·Xm is the P of Theorem 5.2,

and F1 the F of that theorem.

6 Mixed equations with a series-parallel tail

If X is monomorphic then X · X ∼ X | X. This equation may also arise when X

is not monomorphic, e.g., if X is de�ned by the transition rules

X
a→ ε, X

b→ X · X, and X
c→ X | X.

This breeds some more mixed equations, such as

(A | X) · X3 ∼ A · X3 | X,

where A is any term.

Before classifying such equations, we shall present some useful alternative

formulations of the \series-parallel" property X · X ∼ X | X.

Definition 6.1 For any atom X, an X-term is a term built from the atom X X-term, extended

X-term.using the operations of sequential and parallel composition. An extended

X-term is a term that is bisimilar to an X-term.

For any term T and action a ∈ Act, denote by δa(T) the set

δa(T) =
{
k : there exists T ′ such that T

a→ T ′ and ||T ′|| − ||T || = k
}
. (12)

Lemma 6.1 Let T 6= ε be an extended X-term. Then:

(a) δa(T) = δa(X), for all a ∈ Act;

(b) if all the immediate derivatives of X are extended X-terms, then all

the immediate derivatives of T are extended X-terms.

Proof. For T an X-term, the claims are proved by structural induction. For T

an extended X-term, part (a) holds because bisimulation preserves norm, and

part (b) follows immediately from the de�nition of extended X-term.

Lemma 6.2 Let X be an atom. The following are equivalent statements of

the series-parallel property:
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(i) X · X ∼ X | X;

(ii) every derivative of X is an extended X-term;

(iii) two (extended) X-terms are bisimilar i� they have the same norm;

(iv) X satis�es a mixed equation

F · Xm ∼ A1 · Xm | · · · | An · Xm | Xl,

(n may be 0), where m is bigger than the norm of any immediate

derivative of X.

Proof. The equivalence of (i){(iv) follows from the sequence of entailments:

(i)⇒ (ii), (ii) ⇒ (iii), (iii) ⇒ (i), (iii) ⇒ (iv) and (iv) ⇒ (ii).

(i) ⇒ (ii): Assume to the contrary that X ; T , where T is the derivative

with smallest norm that is not an extended X-term. The sequence of moves

X | X ; X | T on the r.h.s. is matched on the l.h.s. by a sequence of moves

X ; S such that S · X ∼ X | T . (Note that the �rst X on the l.h.s. cannot

disappear.) We now eliminate X to get S ′ ·X ∼ T . Since X ; S ′ and ||S ′|| < ||T ||

we conclude that S ′ is an extended X-term. But then so is S ′ ·X and hence T ,

a contradiction.

(ii)⇒ (iii) : Observe that, by Lemma 6.1, the relation{
〈T, S〉 : ||T || = ||S||, and T and S are both extended X-terms

}
is a bisimulation.

(iii) ⇒ (i): This entailment is immediate.

(iii) ⇒ (iv): This follows from the equation Xm · Xm ∼ Xm | Xm , which

holds for arbitrarily high m.

(iv)⇒ (ii): This is just Theorem 4.2(e).

Corollary 6.3 Suppose X is a series-parallel atom, so that X · X ∼ X | X.

Then:

(a) if T is an extended X-term then T ∼ XjjTjj;

(b) every subterm of an extended X-term is an extended X-term.

Proof. Part (a) is a special case of the equivalence of (i) and (iii) in Lemma 6.2.

Suppose that T is a minimal counterexample to part (b). If T = T1 ·T2 then
by the equivalence of (i) and (iii) in Lemma 6.2,

T ∼ X · X · · · · · X︸ ︷︷ ︸
jjTjj copies

,

so by unique sequential decomposition,

T1 ∼ X · X · · · · · X︸ ︷︷ ︸
jjT1jj copies

and T2 ∼ X · X · · · · · X︸ ︷︷ ︸
jjT2jj copies

:
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Step 1: Let A(X) be the set of all atoms occurring as subterms in deriv-

atives of X. Compute A(X) by forming the transitive closure of the

following binary relation on atoms:{
〈U, U ′〉 : U ′ is a subterm in an immediate derivative of U

}
.

Step 2: Test, for all atoms U ∈ A(X) and all actions a ∈ Act, whether

δa(U) = δa(X), (13)

where δa is as de�ned in (12); accept if equality (13) holds for all

choices of U and a, and reject otherwise.

Figure 2: A procedure for deciding X · X ∼ X | X.

a contradiction to minimality. Similarly, if T = T1 | T2 then T ∼ XjjT jj and

hence, by unique parallel decomposition, T1 ∼ XjjT1jj and T2 ∼ XjjT2jj : again a

contradiction.

In the light of Lemma 6.2 and Corollary 6.3, the series-parallel property

ought to be easy to test. This is indeed so, and Figure 2 presents a decision

procedure.

Lemma 6.4 The algorithm in Figure 2 correctly decides X · X ∼ X | X.

Proof. First suppose X is series-parallel, i.e., X ·X ∼ X | X. For every U ∈ A(X)

there is, by de�nition, some derivative T of X which contains U as a subterm.

By the equivalence of (i) and (ii) in Lemma 6.2, T is an extended X-term,

and hence, by Corollary 6.3, U ∼ XjjUjj. Thus equality (13) is satis�ed for all

U ∈ A(X) and a ∈ Act, and the procedure accepts.

Conversely, suppose that the procedure accepts, so that equality (13) holds

for all U ∈ A(X) and a ∈ Act. It is easy to check that the relation{
〈T, XjjTjj 〉 : T is a term such that X ; T

}
is a bisimulation. Thus X is series-parallel by the equivalence of (i) and (ii) in

Lemma 6.2.

Definition 6.2 Let T be a term. The X-norm ||T ||X of T is the length of the X-norm,

X-reduction,

X-reduct.
shortest norm-reducing sequence T ; S, where S is an extended X-term.

(Note that every step in the sequence is required to reduce the usual norm.)

An (immediate) X-reduction of a term T is an (immediate) derivation T →
S that decreases both the (usual) norm and the X-norm, i.e., ||S|| < ||T ||

and ||S||X < ||T ||X. In this case, we say that S is an (immediate) X-reduct

of T .
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Note that if T is an extended X-term then ||T ||X = 0; otherwise, T has �nite X-

norm ||T ||X ≤ ||T || and there is at least one X-reduction of T . (The X-reduction

necessarily reduces both norms by 1.)

Observation 6.5 The X-norm has similar properties to the norm:Properties of

X-norm.

(a) if T ∼ S then ||T ||X = ||S||X;

(b) ||T | S||X = ||T ||X + ||S||X;

(c) ||T · S||X ≥ ||T ||X + ||S||X;

(d) ||T · S||X = ||T ||X if S is an X-term; in particular, in the equation

F · Xm ∼ A1 · Xm | · · · | An · Xm | Xl

we have ||F||X = ||A1||X + · · ·+ ||An||X.

Definition 6.3 If ||K||X = 1 we say that K is an X-unit. A term T is X-X-unit, X-free.

free if its decomposition into parallel primes does not contain a component

bisimilar to X, i.e., T cannot be expressed in the form T ∼ S | X for some S.

We reserve the letter K (possibly subscripted) to stand for an X-unit.

Note that an X-unit may have norm greater than one, and is not in general an

atom. The following lemma is a major tool in our analysis.

Lemma 6.6 Suppose X is series-parallel, i.e., X · X ∼ X | X.

(a) If K is an X-unit then it has a unique (up to bisimilarity) X-reduct K ′;

necessarily K ′ is an X-term and hence K ′ ∼ XjjKjj-1.

(b) Suppose T ∼ P1 | P2 | · · · | Pn is a decomposition of a process T into

parallel primes. If T is X-free and has a unique X-reduction (up to

bisimilarity) then P1 ∼ P2 ∼ · · · ∼ Pn.

Proof. To see part (a), observe that all the X-reductions of K lead to an exten-

ded X-term with norm ||K|| − 1; by Corollary 6.3, all such terms are bisimilar

to XjjKjj-1 and hence to each other.

For (b), note that each Pi has positive X-norm and a (unique) X-reduct P ′i .

By assumption,

P ′1 | · · · | Pi | · · · | Pn ∼ P1 | · · · | P ′i | · · · | Pn,

for all i. By unique decomposition, P ′1 | Pi ∼ P1 | P ′i , and P1 is a parallel

component of P ′1 | Pi . Since ||P1|| > ||P ′1|| and P1 and Pi are prime, P1 ∼ Pi .

The sample mixed equation that opened the section is a special case of a general

pattern.
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Lemma 6.7 Suppose X is series-parallel. For every term T , and every i

and m:

(T | Xi
) · Xm ∼ T · Xm | Xi. (14)

Proof. If S is an X-term then S ·Xm ∼ Xm | S, by the equivalence of (i) and (iii)

in Lemma 6.2. Hence the relation{〈
(T | S) · Xm, T · Xm | S

〉
: S is an X-term and T is an arbitrary term

}
is a bisimulation.

7 Pumpable equations

In this section we explore the series-parallel case further. Recall that, in the

generic mixed equation (5), n stands for the number of components with pos-

itive X-norm on the r.h.s., and F denotes the �rst (sequential) component on

the l.h.s. Lemma 6.7 gives a potentially in�nite family of mixed equations with

n = 1; as we shall see, there may be other in�nite families of mixed equations

with n ≥ 2.

Since Corollary 5.3 enables us to handle the cases where F is a sequen-

tial composition, we concentrate in this section on classifying the situations in

which F is a parallel composition. It turns out that equations of this kind|the

\pumpable equations" of the section title|have a rich and interesting struc-

ture.

Definition 7.1 Suppose X is series-parallel. A pumpable equation is a mixed Pumpable

equation.equation of the form

(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm | Xl, (15)

where r ≥ 2, n + l ≥ 2, and Fi and Aj are X-free for 1 ≤ i ≤ r and

1 ≤ j ≤ n.

The appropriateness of the terminology \pumpable equation" will become ap-

parent towards the end of the section. Note that the assumption that Fi and

Aj are X-free is harmless: by Lemma 6.7, if Aj ∼ Âj | X then the factor X can

be pulled out and incorporated into the Xl component. Similarly, if Fi ∼ F̂i | X

then, again by Lemma 6.7, X can be pulled out and cancelled with an X on the

right (which must exist by unique decomposition).

In retrospect, the r.h.s. of (15) is a little too general, as X cannot in fact

occur as a factor. For suppose l > 0; then we may apply the reduction X→ ε

to the r.h.s., which, without loss of generality, is matched by F1 → F ′1 on the

l.h.s.:

(F ′1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm | Xl-1,

Then (parallel) composing both sides with X, and applying Lemma 6.7:

((F ′1 | X) | F2 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm | Xl
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By unique factorisation, F1 ∼ F ′1 | X, contradicting X-freeness of F1. We record

this information for future reference.

Observation 7.1 In a pumpable equation, n (the number of parallel com-

ponents with positive X-norm on the r.h.s.) is at least two, and l (the

number of occurrences of X as a factor) is zero.

7.1 Basic facts

With the ultimate aim of brevity in mind, we slightly extend one of our earlier

de�nitions.

Definition 7.2 Suppose T is an X-free term. We say that an X-free termX-simpli�cation

of a term or

equation,

minimal

pumpable

equation,

X-valence of a

term.

S is an X-simpli�cation of T , and write T →X S, if there is an X-reduction

T → T ′ ∼ S | Xi for some i (possibly zero). An X-simpli�cation of an equa-

tion T1 ∼ T2 is a second equation S1 ∼ S2 obtained by applying bisimilarity-

preserving X-simpli�cations T1 →X S1 and T2 →X S2 to the two sides. A

pumpable equation is minimal if no X-simpli�cation of it is a pumpable

equation. The X-valence of a term T is the number of distinct (up to

bisimulation equivalence) X-simpli�cations of T .

In operational terms an X-simpli�cation of a pumpable equation may be

achieved in three steps: (i) apply X-reductions to both sides, (ii) pull any

parallel X components to the outer level using Lemma 6.7, and (iii) cancel any

parallel X components that are common to the two sides.

Lemma 7.2 The form of pumpable equations is constrained as follows.

(a) There are no pumpable equations with X-norm less than three.

(b) There are no pumpable equations with a product of X-units on the

l.h.s., i.e., with ||Fi||X = 1, for all 1 ≤ i ≤ r.

(c) Every pumpable equation may be transformed by a series of X-simpli-

�cations to a minimal pumpable equation of X-norm three. This min-

imal equation is necessarily of the form

(F | K) · Xm ∼ K2 · Xm | K · Xm, (16)

with ||F||X = 2 and ||K||X = 1.

Proof. A pumpable equation trivially has X-norm at least two. To achieve this

value, the equation would need to have the form

(F1 | F2) · Xm ∼ A1 · Xm | A2 · Xm, (17)
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with ||F1||X = ||F2||X = ||A1||X = ||A2||X = 1. Suppose, without loss of generality,

that the X-simpli�cation of equation (17) annihilating F1 on the l.h.s. also

annihilates A1 on the r.h.s., so that

F2 · Xm ∼ A2 · Xm,

and hence

F2 ∼ A2. (18)

In a similar fashion, by employing an X-simpli�cation annihilating F2, we de-

duce

F1 ∼ A1 or F1 ∼ A2, (19)

and by annihilating A2 ,

F1 ∼ A1 or F2 ∼ A1. (20)

It follows easily from assertions (18{20) that F1 ∼ A1 and F2 ∼ A2 . But this

is impossible, since the (usual) norm of the r.h.s. of equation (17) would then

exceed that of the l.h.s. by m > 0. This deals with part (a).

Suppose, contrary to part (b) that

(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm,

where ||Fi||X = 1 for 1 ≤ i ≤ r. Perform r − 2 X-simpli�cations, taking care to

maintain at least two components of positive X-norm on the r.h.s. Note that

this procedure maintains pumpability, but the X-norm of the resulting equation

is just two, contradicting part (a).

Finally to part (c). A minimum pumpable equation must have the form

(F | K) · Xm ∼ A1 · Xm | A2 · Xm, (21)

with ||K||X = ||A2||X = 1 and ||F||X = ||A1||X ≥ 2, otherwise an X-simpli�cation

would be available. (If either side had three parallel components with positive

X-norm, or two components of X-norm at least two, then we could X-reduce the

component of largest X-norm on the other side.) Moreover, again by minimality,

X-simpli�cations of F must be answered by A2 , and hence there is only one

such (up to bisimilarity); and X-simpli�cations of A1 must be answered by K.

We must show that ||F||X = 2, A1 ∼ K2 and A2 ∼ K.

Applying the X-simpli�cation that annihilates A2 and reduces F →X F ′

with ||F ′||X = ||F||X − 1, we obtain

(F ′ | K) · Xm ∼ A1 · Xm,

and consequently A1 ∼ F ′ | K. Now A1 has a unique X-simpli�cation, so, by

Lemma 6.6(b), A1 ∼ Kt and F ′ ∼ Kt-1 ; moreover, t ≥ 2 by part (a) of this

lemma.
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Applying to equation (21) the X-simpli�cation that annihilates K and re-

duces A1 →X Kt-1 , we obtain

F · Xm ∼ Kt-1 · Xm | A2 · Xm.

Now a further X-simpli�cation, annihilating a K on the r.h.s. and reducing

F→X F ′ ∼ Kt-1 on the l.h.s., yields

Kt-1 · Xm ∼ Kt-2 · Xm | A2 · Xm

if t > 2, and

K · Xm ∼ A2 · Xm

otherwise. By part (b) of this lemma, the former is impossible, and we must

conclude that ||F||X = ||A1||X = t = 2, A1 ∼ K2 and A2 ∼ K.

Lemma 7.3 LetUniqueness of

X-units.

(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm

be a pumpable equation. All the (X-free) X-units reachable by (iterated)

X-simpli�cation from F1, . . . , Fr and A1, . . . , An are bisimilar to some �xed

X-unit, say K.

Proof. Throughout the proof, X-units will always be X-free. Suppose K is an

X-unit reachable from some Fi . Perform repeated X-simpli�cations on the l.h.s.

until only K · Xm remains; the r.h.s. must respond, so K must also reachable

from some Aj . A similar argument applies in the other direction, so the set of

X-units reachable from the l.h.s. is equal to the set reachable from the r.h.s.

Call an equation heterogeneous if this set contains more than one element. We

start by assuming that heterogeneous pumpable equations exist, and obtain a

contradiction.

Consider a heterogeneous equation of minimum X-norm. Assume the Fi are

ordered so that ||F1||X ≥ ||F2||X ≥ · · · ≥ ||Fr||X and similarly for the Aj . Observe

that r = 2 and ||F2||X = 1, otherwise we can perform an X-simpli�cation on the

r.h.s. that preserves heterogeneity and automatically retains the parallel form

of the l.h.s. By an exactly similar argument, n = 2 (we know by Observa-

tion 7.1 that n ≥ 2) and ||A2||X = 1. So, with some renaming, the minimal

counterexample must look like

(F | K) · Xm ∼ A · Xm | K̂ · Xm, (22)

where K and K̂ are X-units, and ||F||X = ||A||X ≥ 2 by Lemma 7.2(a).

Consider an X-simpli�cation F →X F ′ that preserves heterogeneity, i.e.,

F ′ ; K̃ where K̃ /∼ K is an X-unit. By minimality, this X-simpli�cation must be

matched on the r.h.s. by K̂, and hence F ′ is unique (up to bisimilarity). Now

perform this X-simpli�cation to obtain

(F ′ | K) · Xm ∼ A · Xm,
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and hence A ∼ F ′ | K. Write F ′ ∼ H | Ki with i maximal (possibly zero), so that

H does not contain K as a parallel component. Then

A ∼ H | Ki+1 (23)

We distinguish two cases, depending on whether or not K is bisimilar to K̂.

If K /∼ K̂, then any X-simpli�cation A →X A ′ that preserves parallel com-

position on the l.h.s. would contradict minimality, since preservation of het-

erogeneity is automatic. Thus there is a unique X-simpli�cation to A ′ , which

is answered by K. If H 6= ε then equation (23) would formally have at least

two X-simpli�cations: to H | Ki and to H ′ | Ki+1 , where H →X H ′ is any

X-simpli�cation of H. But these two are both bisimilar to A ′ and hence to

each other, i.e.,

H | Ki ∼ H ′ | Ki+1,

which is impossible since H does not contain K as a factor. Thus we conclude

that H = ε and F ′ ∼ Ki . But this is a contradiction, as F ′ was chosen to

preserve heterogeneity.

Finally suppose K̂ ∼ K, so that equation (22) becomes

(F | K) · Xm ∼ A · Xm | K · Xm. (24)

There must exist an X-simpli�cation A →X A ′ that preserves heterogeneity,

i.e., A ′ ; K̃ with K̃ /∼ K. Any such X-simpli�cation that preserved the par-

allel form on the l.h.s. would contradict minimality, so there is a unique such

reduction, which is matched by K on the l.h.s. Now return to equation (23).

We know that ||H||X ≥ 1, otherwise the only X-unit reachable from the r.h.s.

is K, contradicting heterogeneity. If ||H||X ≥ 2 then there is an X-simpli�cation

H →X H ′ ; K̃ of H preserving reachability of K̃. In that case, the r.h.s. of

equation (23) formally has at least two X-simpli�cations preserving reachability

of K̃, namely H | Ki and to H ′ | Ki+1 . These two are both bisimilar to A ′ and

hence to each other, implying, as before, that H contains K as a parallel factor,

contrary to its de�nition. The only remaining possibility is that ||H||X = 1,

which is equivalent to H ∼ K̃. Equation (24) then specialises to

(F | K) · Xm ∼ (K̃ | Ki+1
) · Xm | K · Xm. (25)

The possibility i = 0 is ruled out by Lemma 7.2(c), so we may suppose i ≥
1. Observe that there are three distinct (up to bisimulation equivalence) X-

simpli�cations on the r.h.s., induced by K̃→X ε, Ki+1 →X Ki and K ·Xm →X ε.

(In checking this observation, note that Ki+1 · Xm and (K̃ | Ki) · Xm are both

parallel primes by Lemma 7.2(b).) In other words, the r.h.s. of equation (25)

has X-valence three, and so must the l.h.s. The X-simpli�cation Ki+1 →X Ki

applied to the r.h.s. of equation (25) preserves the X-valence of the r.h.s., and

so cannot be matched by K →X ε on the l.h.s., which reduces the X-valence

from three to two. So we have an X-simpli�cation that preserves heterogeneity,

contradicting minimality of equation (22).
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Lemma 7.3 associates a privileged X-unit K with each pumpable equation.

This X-unit plays an important role in the structure theory, and we need to

examine its properties further.

Definition 7.3 An X-unit K is X-monomorphic if all derivations of K areX-monomorphic

term. of one of the two forms K→ K | Xk or K→ Xk (where k may be zero).

Lemma 7.4 Let K be the privileged X-unit associated with some pumpableX-units do not

grow. equation. Then K has no X-norm-increasing moves. As an immediate

consequence, K is X-monomorphic.

Proof. Consider the minimal equation (16), which we choose to write

(K
(2) | K) · Xm ∼ K2 · Xm | K · Xm. (26)

We shall see in due course that the notation K(2) is an instance of a general

naming convention for a potentially in�nite sequence of terms derived from K;

the notation is introduced here only for consistency with later proofs, and the

nature of the convention itself need not concern us for the moment. Suppose

that some X-norm-increasing immediate derivative K → H exists. There are

two possible responses on the r.h.s. to applying K→ H to the l.h.s. of (26):

(K
(2) | H) · Xm ∼ K2 · Xm | Ĥ · Xm (27)

and

(K
(2) | H) · Xm ∼ (K | Ĥ) · Xm | K · Xm. (28)

We analyse these two possibilities in turn.

In case (27), apply the X-simpli�cation K(2) →X K to the l.h.s., yielding a

pumpable equation with (K | H) · Xm as its l.h.s. (Note that the r.h.s. must

remain a parallel composition.) Now, by Lemma 8, the minimal form (26) may

be regained by iterated X-simpli�cation. The factor K(2) on the l.h.s. can only

have come from H, so there must be a derivation K ; K(2) , and consequently

K · Xm ; K
(2) · Xm ∼ (K · Xm

)
2. (29)

Therefore, for any n, starting with K·Xm and applying an appropriate sequence

of derivations, we can get to a term that is syntactically of the form F ·Xm but

bisimilar to (K · Xm)n :

F · Xm ∼ (K · Xm)n. (30)

If F is formally a sequential composition, then write F ∼ F1 · F2 with F1 a

sequential prime. By Corollary 5.3, F2 ∼ Xk and K ∼ K̂ · Xk for some k, and

we may reformulate equation (30) be rede�ning F to be F1, K to be K̂, and m

to be m + k. (Note that the second possibility allowed by Corollary 5.3|that

equation (30) is monomorphic|can be ruled out, as it is inconsistent with the

assumption that K has X-norm-increasing moves.) We can therefore proceed

under the assumption that F is not a formal sequential composition.
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Can F be a formal parallel composition? If so, it would have to be the power

of a parallel prime, since the X-valence of the r.h.s. of (30) is clearly one. By

Lemma 7.2(b), the prime in question must have X-norm at least two. But then

there is no X-simpli�cation of the l.h.s. of (30) that preserves the property of

having X-valence one, a contradiction.

The only remaining possibility is that F is an atom, but this too can be ruled

out by choosing n su�ciently large (larger than the X-norm of any atom). This

completes the analysis of case (27).

In case (28), apply the X-simpli�cation K | Ĥ→X Ĥ to the r.h.s., to obtain a

pumpable equation with r.h.s. Ĥ ·Xm | K ·Xm . (Note that the parallel product

on the l.h.s. must survive.) By Lemma 7.2(c), this r.h.s. is reducible, via a

series of X-simpli�cations, to K2 ·Xm | K ·Xm . Since K2 ·Xm is a parallel prime,

it must be possible to reduce Ĥ · Xm ; K2 · Xm , and hence Ĥ ; K2 , again by

a series of X-simpli�cations. Applying the pattern K→ Ĥ ; K2 of derivations

repeatedly to the r.h.s. of equation (26) yields an equation of the form

F · Xm ∼ (Kn · Xm
)
2. (31)

for arbitrarily large n. As before, by adjusting F, K and m as necessary, we

may assume that F is not a formal sequential composition.

Can F be a formal parallel composition? Again, it would have to be the

power of a parallel prime, since the X-valence of the r.h.s. of (31) is one.

Moreover the power would have to be a square, as the r.h.s. of (31) is able

to regain the property of having valence one after just two X-simpli�cations:

(Kn · Xm
)
2 →X Kn · Xm | Kn-1 · Xm →X (Kn-1 · Xm

)
2. (32)

(Recall that by Lemma 7.2(b) the parallel prime of which the l.h.s. is a power has

X-norm at least two.) By applying balanced X-simpli�cations of the form (32)

repeatedly to the r.h.s. we arrive eventually at an equation of the form

P2 · Xm ∼ (K2 · Xm
)
2,

which in one further step yields

(P | K) · Xm ∼ K2 · Xm | K · Xm,

which we recognise as the minimal equation (26). Thus P ∼ K
(2) , and

K2
(2) · Xm ∼ (K2 · Xm)2.

But this equation is incompatible with

K(2) · Xm ∼ (K · Xm
)
2.

on (ordinary) norm grounds, as together they imply m = 0.

Finally, by taking n su�ciently large, we may rule out the remaining pos-

sibility, that F is an atom. This completes the analysis of case (28), and the

proof.
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Starting with an X-monomorphic X-unit K, we identify a sequence

K
(1), K(2), K(3), . . . of terms of increasing X-norm, of which K itself is the �rst

element. When K is the privileged X-unit associated with some pumpable

equation, the associated sequence plays a key role in elucidating the structure

the equation.

Definition 7.4 Suppose X is a series-parallel atom, K an X-monomorphicGeneralised

K-prime. term, and m a positive integer. A term K(j) of X-norm j is a generalised

K-prime if it satis�es the equation

K(j) · Xm ∼ (K · Xm
)
j. (33)

Note that for su�ciently large j the term K(j) may not be expressible in

our language of terms; however, if K
(j) is expressible then it is unique (up

to bisimilarity) by unique factorisation. Thus we may speak of \the" jth

generalised K-prime K
(j) .

Our notation for generalised K-primes omits reference to m, since this num-

ber will always be clear from the context. We shall turn to the question of

expressibility (or constructibility) of generalised K-primes after reviewing some

of their elementary properties.

Observation 7.5 Let K be an X-monomorphic term, and K(j) an associated

generalised K-prime satisfying (33). Then:

(a) the unique X-simpli�cation of K(j) is K(j) →X K(j-1) ;

(b) K(j) is a parallel prime.

Proof. Glancing at (33), we see that the unique X-simpli�cation of K(j) ·Xm is

K
(j) · Xm →X (K

(j))
′ · Xm ∼ (K · Xm

)
j-1 ∼ K

(j-1) · Xm.

By unique factorisation, (K(j))
′ ∼ K(j-1) , establishing (a).

Suppose K(j) is not a parallel prime. Then, since K(j) and K(j-1) both have

unique X-simpli�cations, K(j) must be the power of some X-unit, say K(j) ∼ K̂j .

Indeed, by performing j − 1 X-simpli�cations starting from (33) we �nd that

K̂ ∼ K
(1) = K and, one step before that, K2 · Xm ∼ (K · Xm)2 . But this is not

possible on (ordinary) norm grounds, establishing (b).

Observation 7.5(b) justi�es to some extent our chosen terminology. Concerning

expressibility of generalised K-primes, Observation 7.5(a) allows two apparent

possibilities: for a given X-monomorphic term K, either all generalised K-primes

K(j) are expressible, or there exists a k such that K(j) is expressible if j ≤ k,

and not otherwise. Both possibilities can in fact occur.

Lemma 7.6 Let K be an X-monomorphic term.
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(a) If K ∼ Y · Xi for some monomorphic atom Y and integer i, then all

generalised K-primes may be explicitly expressed using the recurrence

K(1) = Y · Xi, and K(j) = Y · (K(j-1) | Xi+m) for all j ≥ 2.

(b) Otherwise, there is a maximum integer j for which K(j) is expressible.

This maximum j is bounded by the maximum norm of any atom.

Proof. Consider equation (33). If K
(j) is a formal sequential composition, then,

by Corollary 5.3, either equation (33) is monomorphic, or K
(j) = F1 · F2 , where

F2 ∼ Xi . Part (a) of the lemma covers the former case, and part (b) the latter.

In the monomorphic case, K has only the derivations K→ K and K → Xi ,

where i = ||K||−1, and hence K ∼ Y ·Xi for some monomorphic Y . The claimed

expressions for K
(j) in terms of Y and X may be veri�ed by explicit construction

of the bisimulation relation: simply take all pairs{〈
K(j) · Xm | Xl, (K · Xm

)
j | Xl

〉
: j, l ∈ N

}
and all pairs that can be derived from these by applying Lemma 6.7. This deals

with part (a).

In the non-monomorphic case, we may, by taking F1 as small as possible,

assume that F1 is not a sequential composition. By Corollary 5.3, F2 ∼ Xi where

i = ||F2||, and F1 is a generalised K̂-prime satisfying

F1 · X bm ∼ (K̂ · X bm
)
j,

where K̂ · Xi ∼ K and m̂ = i + m. Now F1 is not a sequential composition by

construction, and not a parallel composition by Observation 7.5. Hence F1 is

an atom, and its X-norm (and hence the X-norm of K(j)) is bounded by the

largest X-norm (and hence the largest norm) of any atom. This deals with

part (b).

When we turn to algorithmic issues, we shall sidestep the question of express-

ibility of generalised K-primes by explicitly constructing them; that is, we shall

add new atoms to represent the terms K(j) , and new productions to represent

their derivations. Lemma 7.6 assures that the number of new atoms we need

to add is bounded.

Definition 7.5 Suppose X is a series-parallel atom and K an X- Generalised

K-term (of

degree j).
monomorphic term. Let j be such that K(j) is expressible. Then

ΠK
(≤j) =

{
K
ej

(j)
| K

ej-1

(j-1)
| · · · | Ke1

(1)
: (ej, . . . , e1) ∈ N j and ej ≥ 1

}
,

is the set of generalised K-terms of degree j, and

ΠK(∗) =
⋃
j

ΠK(≤j)

where the union is over j for which K(j) is expressible, is the set of gener-

alised K-terms.



26 7 PUMPABLE EQUATIONS

7.2 The left-hand side

The goal of this subsection is to show (Theorem 7.9) that the l.h.s. of a pump-

able equation is necessarily of a certain form. In rough terms, the l.h.s. is of

the form F ·Xm , where F is \nearly" a generalised K-term. Our approach is via

the study of equations in which F is precisely a generalised K-term, which are

characterised in Lemma 7.8. First of all, though, a technical lemma.

Lemma 7.7 Let K be the privileged X-unit associated with some pumpable

equation, and let K
(1) (= K), K

(2), K(3), . . . be as in De�nition 7.4. Suppose

H is an X-free term that does not contain K(j ′) as a parallel component

for any j ′ < j. If (H | K
(j)) · Xm is a parallel composite (i.e., non-prime),

then so is (H | K(j-1)) · Xm. (Interpret K(0) as ε here.)

Proof. Consider the prime decomposition
∏n

i=1 Ai · Xm of (H | K(j)) · Xm ,

ordered so that ||A1||X ≥ ||A2||X ≥ · · · ≥ ||An||X . For (H | K
(j-1)) · Xm to be a

parallel prime, we must have n = 2 and ||A2||X = 1, i.e., A2 ∼ K. Thus

(H | K(j)) · Xm ∼ A1 · Xm | K · Xm, (34)

and the X-simpli�cation K→X ε on the r.h.s. is matched by K(j) →X K(j-1) on

the l.h.s. So A1 ∼ H | K(j-1) , and by substitution into equation (34),

(H | K
(j)) · Xm ∼ (H | K

(j-1)) · Xm | K · Xm. (35)

On (ordinary) norm grounds, j = 1 is not possible, so we may assume j ≥ 2.

Since H does not contain K(j-1) as a factor, the X-valence of (H | K(j-1)) is at

least as large as that of (H | K(j)). So the X-simpli�cation that annihilates the

factor K · Xm on the r.h.s. of equation (35) must be a duplicate; i.e., a term

bisimulation equivalent to (H | K
(j-1)) · Xm can be obtained by two formally

distinct X-simpli�cations on the r.h.s. of (35), and one of these is an explicit

parallel composition. But (H | K(j-1)) · Xm ∼ A1 · Xm , which is supposed to be

a parallel prime.

So provided we reduce the K(j) factors on the l.h.s. of a pumpable equation in the

correct order (smallest �rst), we guarantee to preserve parallel compositeness

of the r.h.s.

Lemma 7.8 Let K be the privileged X-unit associated with some pumpable

equation, and let ΠK
(∗) =

⋃
j ΠK

(≤j) be the corresponding set of generalised

K-terms. Suppose F ∈ ΠK
(≤j) , and write F = Ke

(j)
| H, where e ≥ 1,

H ∈ ΠK(≤h) and h < j.

(a) If e ≥ 2 then F · Xm is a parallel prime.

(b) If e = 1 then

F · Xm
= (K

(j) | H) · Xm ∼ (K
(j-1) | H) · Xm | K · Xm.

(Note that if h < j − 1, the r.h.s. will factorise further.)
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Proof. We start with the easier part (b). It is routine to verify that if we add

the set of pairs{〈
(K(j) | H | Xl

) · Xm, (K(j-1) | H) · Xm | K · Xm | Xl
〉

: H ∈ ΠK(≤h) and h < j
}

,

to the maximum bisimulation relation, the result is still a bisimulation (obvi-

ously the maximum one). The only interesting case is when K
(j-1) → K

(j-2) | Xk

on the r.h.s. If h < j − 1 then there is a valid response on the l.h.s., namely

K
(j) → K

(j-1) | Xk ; otherwise, we �nesse by instead applying the derivation

K
(j-1) → K

(j-2) | Xk to one of the copies of K
(j-1) that we know to exist

within H (instead of the explicit K(j-1) component), and matching that deriv-

ation by a similar one in the H on the l.h.s. This deals with part (b).

Part (a) is proved by contradiction. Suppose F = Ke
(j)

| H provides a min-

imum (X-norm) counterexample, so that F ·Xm is composite and e ≥ 2. In the

light of Lemma 7.7, minimality of F implies H = ε and e = 2. So we must have

K2
(j) · Xm ∼

n∏
i=1

Ai · Xm,

where n ≥ 2. The X-valence of the l.h.s. is one, so the r.h.s. is a prime-power:

K2
(j) · Xm ∼ (A · Xm

)
n. (36)

Letting A→X A ′ be the unique X-simpli�cation of A, we have

(K(j) | K(j-1)) · Xm ∼

{
(A · Xm)n-1, if ||A||X = 1;

(A · Xm)n-1 | A ′ · Xm, otherwise.

By minimality, K2
(j-1)

· Xm is a parallel prime, so either ||A||X = 1 and n ≤ 3,

or ||A||X = 2 and n = 2. Equation (36) must be of one of two forms:

K2 · Xm ∼ (A · Xm
)
2

which is impossible by Lemma 7.2(b), or

K2
(2) · X

m ∼ (A · Xm
)
2, (37)

which leads after one X-simpli�cation to

(K
(2) | K) · Xm ∼ A · Xm | A ′ · Xm,

and after another to

K2 · Xm ∼ A · Xm. (38)

(K(2) →X K on the l.h.s. must be matched by A ′ →X ε on the r.h.s., since we

know that K2 · Xm is a parallel prime.) Substituting (38) into (37) yields

K2
(2) · Xm ∼ (K2 · Xm

)
2,

which, as we saw in the proof of Lemma 7.4, is impossible on (ordinary) norm

grounds.
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We are now in a position to state and prove the main theorem of the sec-

tion, which gives rather precise information about the form of the l.h.s. of any

pumpable equation.

Theorem 7.9 SupposeGeneral form of

the l.h.s. of a

pumpable

equation.
(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm

is a pumpable equation. Let K be the privileged X-unit associated with the

equation, and let ΠK
(∗) =

⋃
j ΠK

(≤j) be the corresponding set of generalised

K-terms, as in De�nition 7.4. Assume that both sides of the equation are

completely factored (so that, in particular, each Fi is a parallel prime)

and that the factors are listed in order of non-increasing X-norm, ||F1||X ≥
||F2||X ≥ · · · ≥ ||Fr||X. Then ||F1||X > ||F2||X (i.e., F1 is the unique factor on

the l.h.s. of largest X-norm), and F2 | · · · | Fr ∼ H ∈ ΠK
(∗) (i.e., each factor

with the possible exception of the largest is bisimilar to K(j) for some j ).

Proof. Call a factor Fi exceptional if it is not bisimilar to K(j) for some j. TheExceptional

factor, l.h.s. proof is in two stages: (i) show that there can be at most one exceptional factor

on the l.h.s., and then (ii) show that the exceptional factor, if it exists, must

have strictly larger X-norm than all the others. This is enough to establish the

theorem, since the case where all factors Fi are non-exceptional is covered by

Lemma 7.8(b).

To prove �rst claim|that there can be at most one exceptional factor|

we postulate a minimum X-norm counterexample and derive a contradiction.

Minimality implies that the counterexample must have the form

(F1 | F2) · Xm ∼ A1 · Xm | · · · | An · Xm, (39)

i.e., there are precisely two factors (both exceptional) on the l.h.s. (If there

are additional exceptional factors, perform any X-simpli�cation on the r.h.s.

that preserves the parallel composition; if there are additional factors of the

form K
(j) , apply an X-simpli�cation to the smallest of them and appeal to

Lemma 7.7.) We distinguish three cases.

Case I. Assume n ≥ 3, or n = 2 and ||A1||X, ||A2||X ≥ 2. In this case, any

X-simpli�cation on the l.h.s. of (39) preserves the parallel product on the r.h.s.,

and thus must destroy one of the exceptional factors on the l.h.s. Without loss

of generality, assume that F1 →X F ′1 ∈ ΠK
(≤j1) and F2 →X F ′2 ∈ ΠK

(≤j2) , where

j1 ≥ j2 . (Reverse the roles of F1 and F2 if necessary to obtain the inequality.)

As we have observed, (F ′1 | F2) · Xm is a (parallel) composite, and the same

must be true of (K
(j2)

| F2) · Xm by Lemma 7.7. In contrast, we know from

Lemma 7.8(a) that (K
(j2)

| F ′2) · Xm is a parallel prime, since K
(j2)

occurs with

exponent at least two. We conclude that

(K(j2)
| F2) · Xm ∼ (K(j2)

| F ′2) · Xm | K · Xm,
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and further, by Lemma 7.8(b) and unique factorisation,

K(j2)
| F2 ∼ K(j2+1)

| F ′2.

But the last equation contradicts the assumption that F2 is exceptional.

Case II. Assume that n = 2 and A2 ∼ K. (Note that this is the complement

to Case I.) The form of the counterexample is now

(F1 | F2) · Xm ∼ A · Xm | K · Xm. (40)

We consider two complementary subcases.

Case IIa. To the Case II assumptions, add the further assumption F1 ∼ F2 ∼ F.

Applying an X-simpli�cation to A on the r.h.s. of (40) yields

(F | F ′) · Xm ∼ A ′ · Xm | K · Xm,

where, by minimality, F ′ ∈ ΠK
(≤j) for some j. In contrast, by Lemma 7.8(a),

(F ′ | F ′) · Xm is a parallel prime. We conclude that

(F | F ′) · Xm ∼ (F ′ | F ′) · Xm | K · Xm.

In the light of Lemma 7.8(b) and unique factorisation, the last equation con-

tradicts the assumption that F2 is exceptional, just as in Case I.

Case IIb. To the Case II assumptions, add the further assumption F1 /∼ F2.

Apply an X-simpli�cation to the factor K·Xm on the r.h.s. of (40), and suppose,

without loss of generality, that the response on the l.h.s. is F1 →X F ′1 , yielding

(F ′1 | F2) · Xm ∼ A · Xm. (41)

Note that any X-simpli�cation F2 →X F ′2 on the l.h.s. of (40) is matched on

the r.h.s. by A, and hence the parallel composition on the r.h.s. is preserved.

Minimality then implies F ′2 ∈ ΠK
(≤j2) for some integer j2 .

If F1 has some other X-simpli�cation F1 →X F
†
1
with F

†
1

/∼ F ′1 , then the

r.h.s. must respond with an X-simpli�cation of A, again preserving the parallel

composition on the r.h.s. Minimality then implies F
†
1 ∈ ΠK

(≤j1) for some j1 , a

situation we already ruled out in Case I. We conclude that the X-simpli�cation

F1 →X F ′1 is unique, up to bisimilarity.

Between equations (40) and (41) the X-valence of the r.h.s. (and hence of

the l.h.s.) has decreased. This observation, combined with the fact that F1 has

a unique X-simpli�cation, implies F ′1 ∼ Fk2 for some k ≥ 1. Thus, noting (41)

and substituting for A in (40),

(F1 | F2) · Xm ∼ Fk+12 · Xm | K · Xm,
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which leads after one X-simpli�cation to

(F1 | F ′2) · Xm ∼ (Fk2 | F
†
2) · X

m | K · Xm, (42)

where F
†
2 ∈ ΠK(∗) . (Recall that every X-simpli�cation of F2 leads to a general-

ised K-term.) In k X-simpli�cations, the r.h.s. of (42) becomes

(F
†
2)
k+1 · Xm | K · Xm,

which by Lemma 7.8(b) is bisimilar to H · Xm with H ∈ ΠK(∗) . But the l.h.s.

of (42) requires a sequence of at least k + 1 X-simpli�cations to achieve the

same form. This contradiction eliminates the �nal case (Case IIb).

We have established that the l.h.s. of any pumpable equation contains at

most one exceptional factor. In the second stage of the proof, we must show that

the unique exceptional factor, if it exists, has larger X-norm than all the others.

As in the �rst stage, we consider a minimum X-norm counterexample and obtain

a contradiction. By Lemma 7.7 we know the minimum counterexample is of

the form

(F | K(j)) · Xm ∼ A1 · Xm | · · · | An · Xm, (43)

where F is a parallel prime that is not bisimilar to any K(j ′) , and has X-norm

at most j. We distinguish two cases.

First, suppose that there is an X-simpli�cation of F, say F →X F ′, that

preserves the parallel composition on the r.h.s. of (43). Minimality entails

F ′ ∈ ΠK(≤j ′) for some j ′ < j. Now reduce K(j) to K(j ′) by a series of X-

simpli�cations; by Lemma 7.7, the parallel composition on the r.h.s. of (43) is

preserved. On the other hand, one further X-simpli�cation, that of F →X F ′,

destroys the parallel composition on the r.h.s., by Lemma 7.8(a). Therefore,

we must have

(F | K
(j ′)) · Xm ∼ A · Xm | K · Xm, (44)

reducing in one X-simpli�cation to

(F ′ | K
(j ′)) · Xm ∼ A · Xm.

By unique factorisation, A ∼ F ′ | K(j ′) , and we may substitute for A in equa-

tion (44) to obtain

(F | K
(j ′)) · Xm ∼ (F ′ | K

(j ′)) · Xm | K · Xm.

But this would imply, in the light of Lemma 7.8(b), that F ∈ ΠK(∗) , a contra-

diction.

Finally suppose that there is no X-simpli�cation of F that preserves the

parallel composition on the r.h.s. of (43). Then F has a unique X-simpli�cation,

say F→X F ′, and we must have

(F | K(j)) · Xm ∼ A · Xm | K · Xm,
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reducing in one X-simpli�cation to

(F ′ | K(j)) · Xm ∼ A · Xm.

Thus, A ∼ F ′ | K
(j) and

(F | K
(j)) · Xm ∼ (K

(j) | F ′) · Xm | K · Xm. (45)

The l.h.s. of (45) has X-valence two, whereas the r.h.s. has X-valence at least

three, a contradiction. To verify the latter claim, note that, by Lemma 7.8(b),

F ′ /∼ K(j) , so that there must be at least two distinct X-simpli�cations of K(j) | F ′.

The X-simpli�cation of K on the r.h.s. of (45) leads to an outcome clearly

distinct from either of these, since it leaves the r.h.s. as a parallel prime.

7.3 The right-hand side

The goal of this subsection is to show (Theorem 7.12) that the r.h.s. of a

pumpable equation is necessarily of a certain form. In rough terms, the r.h.s.

is \nearly" a parallel composition of terms of the form Kt · Xm . The approach

is similar that adopted in the previous section: namely, we initially aim to

characterise (in Lemma 7.11) those equations in which the r.h.s. is precisely a

product of such terms. We start with a technical lemma. Call a component

A · Xm on the r.h.s. of a pumpable equation exceptional if A /∈ ΠK(≤1) , i.e., if Exceptional

factor, r.h.s.it is not of the form Kt · Xm for some t.

Lemma 7.10 Let

(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An-1 · Xm | Kt · Xm

be a pumpable equation which has Kt · Xm as its smallest non-exceptional

component on the r.h.s. (I.e., every Ai · Xm is either exceptional or

is bisimilar to Ks · Xm with s ≥ t.) Suppose that the X-simpli�cation

Kt →X Kt-1 is applied to the r.h.s. The response on the l.h.s. satis�es

the following condition: if the l.h.s. had a component Fi bisimilar to K

before the X-simpli�cation then it continues to have one after. As a con-

sequence: (a) the parallel composition on the l.h.s. is preserved, that is,

the new l.h.s. is of the form (F ′1 | · · · | F ′r ′) · Xm with r ′ ≥ 2, and (b) at

least one of the new prime components F ′1 | · · · | F ′r ′ is bisimilar to K
(j) for

some positive j. (Note that (b) holds even if n = 2 and t = 1 so that the

parallel composition on the r.h.s. is destroyed).

Proof. If there are at least two components Fi bisimilar to K then the result is

immediate. So suppose that Fr ∼ K and ||Fr-1||X ≥ 2. (Assume that the com-

ponents Fi are listed in order of non-increasing X-norm.) The X-simpli�cation

Kt →X Kt-1 on the r.h.s. cannot be matched by K → ε on the l.h.s.: on the

one hand, if t ≥ 2, the X-valence of the r.h.s. does not decrease, whereas the
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X-valence of the l.h.s. certainly does; on the other hand, if t = 1, the (ordinary)

norm of the r.h.s. decreases by more (in fact an additive term m) than the norm

of the l.h.s.

Rider (a) is immediate, since the destruction of the parallel composition on

the l.h.s. would necessitate the annihilation of a unique factor bisimilar to K.

Rider (b) is almost as easy. By Theorem 7.9 we know that the l.h.s. of the

initial equation has at least one component bisimilar to K
(j) for some j. If j ≥ 2

then there is a component K
(j) or K

(j-1) after X-simpli�cation; if j = 1 then at

least one component bisimilar to K(1) ∼ K must survive.

Lemma 7.11 Suppose

(F1 | · · · | Fr) · Xm ∼

n∏
i=1

Kei · Xm (46)

is a pumpable equation in which both sides are fully factored (i.e., F1, . . . , Fr

are all parallel primes), the Fk are in listed in order of non-increasing

X-norm ||F1||X ≥ ||F2||X ≥ · · · ≥ ||Fr||X, and the exponents ei are also in non-

increasing order e1 ≥ e2 ≥ · · · ≥ en. Then r = e1 − e2 + 1 (in particular,

e1 > e2),

F1 · Xm ∼ (Ke2 · Xm)2 | Ke3 · Xm | · · · | Ken · Xm.

and F2 ∼ F3 ∼ · · · ∼ Fr ∼ K. Moreover, for all e > e2 (and not just for

e = e1) it is the case that

(F1 | Ke-e2) · Xm ∼ Ke · Xm | Ke2 · Xm | Ke3 · Xm | · · · | Ken · Xm.

Proof. Consider the equation obtained from (46) by applying a sequence of

e1 − e2 X-simpli�cations to the largest component Ke1 on the l.h.s.:

F̂ · Xm ∼ (Ke2 · Xm
)
2 | Ke3 · Xm | · · · | Ken · Xm. (47)

We claim that F̂ is a parallel prime. (Later we shall argue that F̂ is in fact F1 .)

Suppose to the contrary that F̂ is a (parallel) composite. Then, by repeated

application of Lemma 7.10,

F̃ · Xm ∼ (Ke2 · Xm
)
2,

where F̃ is still a composite. The X-valence of the r.h.s. is one, so F̃ ∼ Fs for

some parallel prime F and some exponent s ≥ 2. Furthermore, by Theorem 7.9,

F ∼ K(j) for some j. But this is impossible by Lemma 7.8(a).

Denote by F the �nite set of all non-increasing sequences of positive num-

bers f1 ≥ f2 ≥ · · · ≥ f� such that

Kf1 · Xm | Kf2 · Xm | · · · | Kf� · Xm

is reachable from the r.h.s. of (47) via some sequence of X-simpli�cations. For

all (f1, . . . , f�) ∈ F denote by F[f1, . . . , f�] the term satisfying

F[f1, . . . , f�] · Xm ∼ Kf1 · Xm | Kf2 · Xm | · · · | Kf� · Xm.
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(c.f., equation (47)). Note that F[f1, . . . , f�] is well de�ned (up to bisimilarity)

for any sequence (f1, . . . , f�) ∈ F. It is routine to verify|recall Lemma 7.4 at

this point|that if we add the set of pairs{〈
(F[f1, . . . , f�] | Ks

) · Xm, Kf1+s · Xm | Kf2 · Xm | · · · | Kfn · Xm
〉

:

s ∈ N and (f1, . . . , f�) ∈ F
}

to the maximum bisimulation relation, the result is still a bisimulation (ob-

viously the maximum one). Now set ν = n, s = e1 − e2 , f1 = e2 , and

f2 = e2, . . . , fn = en .

Now for the main result of the section, which provides a rather precise charac-

terisation of the general form of the r.h.s. of a pumpable equation.

Theorem 7.12 Suppose General form of

the r.h.s. of a

pumpable

equation.
(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm

is a pumpable equation, and let K be the privileged X-unit associated

with the equation. Assume that both sides of the equation are completely

factored (so that, in particular, each Ai · Xm is a parallel prime) and that

the factors are listed in order of non-increasing X-norm, ||A1||X ≥ ||A2||X ≥
· · · ≥ ||An||X. Then ||A1||X > ||A2||X (i.e., A1 ·Xm is the unique factor on the

r.h.s. of largest X-norm), and A2, . . . , An ∈ ΠK(≤1) (i.e., each factor with

the possible exception of the largest is bisimilar to Kt · Xm for some t).

Proof. As with Theorem 7.9, the proof is in two stages. In the �rst stage,

we prove by contradiction that the r.h.s. of a pumpable equation contains at

most one exceptional factor. Consider a minimal (X-norm) counterexample

to this claim. The number of exceptional factors cannot be greater than two,

otherwise we could perform an X-simpli�cation on the l.h.s. and obtain a smaller

counterexample. Furthermore, there cannot be any non-exceptional factors by

Lemma 7.10. So the minimum counterexample has the form

(F1 | · · · | Fr) · Xm ∼ A · Xm | B · Xm (48)

where A · Xm and B · Xm are parallel primes, and A, B /∈ ΠK(≤1) . Note in

particular that ||A||X, ||B||X ≥ 2.

Apply some X-simpli�cation to the l.h.s. of (48) that preserves the parallel

composition on the l.h.s. Without loss of generality, the r.h.s. responds with

A→X A ′. By minimality, one of the exceptional components on the r.h.s. must

disappear, and so

A ′ · Xm ∼
∏
i

Kei · Xm (49)

for some �nite sequence (ei) of positive integers (possibly of length one). By

Lemma 7.7, we may reduce A ′ ·Xm ; ε via some sequence of X-simpli�cations
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that preserves the parallel composition on the l.h.s. Referring to equation (48),

we have annihilated the component A · Xm on the r.h.s. while retaining the

parallel composition on the l.h.s.; it follows by unique factorisation that B is a

(parallel) composite. We distinguish three cases.

Case I. Assume r ≥ 3, or r = 2 and ||Fr||X ≥ 2. In this case, any X-

simpli�cation of B →X B ′ on the r.h.s. of (48) preserves the parallel product

on the l.h.s., and by minimality must destroy one of the exceptional factors on

the r.h.s. Thus

B ′ · Xm ∼
∏
i

Kfi · Xm (50)

for some sequence (fi). By Lemma 7.11,

B ′ ∼ B̂ | Kt or B ′ ∼ Kt (51)

where B̂ is a parallel prime with ||B̂||X ≥ 2.

Consider the (parallel) prime decomposition of B. (Recall that B is com-

posite.) If the prime decomposition of B contains K as a factor, then it can

contain at most one non-K factor, otherwise the X-simpli�cation of B induced

by K →X ε will lead to a term B ′ that is not of the form (51). Furthermore,

if the prime decomposition of B does not contain K as a factor, then it must

contain exactly two prime factors by similar reasoning. In this case, at least one

of the two factors must be bisimilar to K
(2) , by Lemma 7.10. (There must be a

factor bisimilar to K(j) , for some j; and j must be two, otherwise there exists an

X-simpli�cation B→X B ′ with B ′ not of the form (51)). These considerations

reduce the possibilities for B to just two:

B ∼ B̃ | K(2) (52)

and

B ∼ B̃ | Ks, (53)

where s ≥ 1 and B̃ is a parallel prime not bisimilar to K. (In the case of (52)

this claim follows from primality of B · Xm and Lemma 7.8; in the case of (53)

from the assumption that B · Xm is exceptional.)

The second possibility (53) is easy to rule out. Consider the X-simpli�cation

B ∼ B̃ | Ks →X B̃ | Ks-1 ∼ B ′ . The term B ′ · Xm ∼ (B̃ | Ks-1) · Xm must factor

(non-trivially) as speci�ed in (50). But then, by Lemma 7.11, (B ′ | K) · Xm ∼

(B̃ | Ks) · Xm ∼ B · Xm would factor non-trivially. However, B · Xm is assumed

to be a parallel prime.

With a little more work, the other possibility (52) may also be ruled out.

Since any X-simpli�cation B→X B ′ of B ∼ B̃ | K
(2) must lead to a term B ′ of the

form (51), it follows that there is a unique X-simpli�cation of B̃, which is of the

form B̃→X Ku for some u ≥ 1. Now consider the sequence of X-simpli�cations

B · Xm ∼ (B̃ | K(2)) · Xm →X (B̃ | K) · Xm ∼ B ′ · Xm (54)→X (Ku | K) · Xm ∼ Ku+1 · Xm. (55)
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The outcome (54) of the �rst X-simpli�cation is a (non-trivial) parallel compos-

ition as speci�ed in (50), whereas the outcome (55) of the second is manifestly

a parallel prime (recall Lemma 7.8(a)). The only way this can occur is for

(B̃ | K) · Xm ∼ B ′ · Xm ∼ Ku+1 · Xm | K · Xm.

But, by Lemma 7.8,

Ku+1 · Xm | K · Xm ∼ (K
(2) | Ku) · Xm,

which implies B̃ ∼ K
(2) and u = 1. Thus B ∼ K2

(2)
. The same argument applies

equally to A, yielding A ∼ K2
(2)
. Substituting A ∼ B ∼ K2

(2)
into (48), we obtain

Fk · Xm ∼ K2
(2) · X

m | K2
(2) · X

m,

where ||F||X ≥ 2 (by Lemma 7.2(b)) and k ≥ 2. (The r.h.s. has X-valence one,

so all the components Fi on the l.h.s. must be bisimilar to each other.) But it is

impossible for all Fi to have the same X-norm, by Theorem 7.9. This completes

the analysis of Case I.

Case II. Assume that n = 2 and F2 ∼ K. (Note that this is the complement

to Case I.) The form of the counterexample is now

(F | K) · Xm ∼ A · Xm | B · Xm, (56)

where F a prime with ||F||X ≥ 2. We consider two complementary subcases.

Case IIa. To the Case II assumptions, add the further assumption A ∼ B, so

that (56) becomes

(F | K) · Xm ∼ A · Xm | A · Xm.

The X-simpli�cation K →X ε reduces the X-valence of the l.h.s. but increases

that of the r.h.s.

Case IIb. To the Case II assumptions, add the further assumption A /∼ B.

Without loss of generality assume that the X-simpli�cation K →X ε on the

l.h.s. is matched by B on the r.h.s. Then there is an X-simpli�cation A→X A ′

(in fact any one will do) which when applied to the r.h.s. preserves the parallel

composition on the l.h.s.. As we argued at the outset of the proof, this fact

implies B is a parallel composition. (By minimality, the prime factorisation of

A ′ ·Xm contains no exceptional components; now annihilate these components

one by one using Lemma 7.10.) But this time, we have a little more: by ob-

servation (b) in Lemma 7.10, B must contain K as a parallel component. Since

B · Xm is exceptional, it must also contain a parallel component not bisimilar

to K. So B has at least two X-simpli�cations, and one of these preserves the

parallel composition on the l.h.s. So the argument we just applied to B applies
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equally to A: the (parallel) prime decomposition of A contains at least one

component bisimilar to K, and at least one not bisimilar to K.

By minimality, every X-simpli�cation A→X A ′ yields an A ′ such that the

prime decomposition of A ′ · Xm contains no exceptional factors. (We use the

assumption A /∼ B here.) By Lemma 7.11, it follows that A ∼ Ã | Ks , where

s ≥ 1 and Ã is a parallel prime not bisimilar to K. Now consider the particular

X-simpli�cation

A · Xm ∼ (Ã | Ks
) · Xm →X (Ã | Ks-1

) · Xm ∼
∏
i

Kei · Xm,

where the product at the far right is non-trivial. By Lemma 7.11,

A · Xm ∼ (Â | Ks
) · Xm ∼ Ke1+1 · Xm

∣∣∏
i≥2

Kei · Xm,

contradicting the assumption that A · Xm is a parallel prime. This completes

Case II, and the �rst stage of the proof: we now know that there is at most one

exceptional component on the r.h.s.

Now to the second stage. If there are no exceptional factors on the r.h.s.

then, by Lemma 7.11, ||A1 · Xm ||X > ||A2 · Xm ||X. We know from the �rst

stage that there is at most one exceptional factor. So it only remains to show

that the exceptional factor, if it exists, has strictly larger X-norm than all the

others. As usual, we consider a minimal (X-norm) counterexample and derive

a contradiction. By Lemma 7.10, a minimal counterexample is necessarily of

the form

(F1 | · · · | Fr) · Xm ∼ Kt · Xm | A · Xm, (57)

where A /∈ ΠK
(≤1) , and t = ||A||X.

We distinguish two cases. First suppose that A has at least one X-

simpli�cation, say A →X A ′ that preserves the parallel composition on the

l.h.s. of (57). By minimality, A ′ ·Xm is a parallel composition (possibly trivial)

of non-exceptional components|refer to equation (49)|in which the highest

power of K is e1 < t. Using a sequence of X-simpli�cations, reduce Kt · Xm on

the r.h.s. of equation (57) to Ke1 ·Xm . By Lemma 7.10, the response on the l.h.s.

preserves the parallel composition. However, one further X-simpli�cation on

the l.h.s., namely A→X A ′ , destroys the parallel composition, by Lemma 7.11.

Therefore, at the penultimate step we must have

(F | K) · Xm ∼ Ke1 · Xm | A · Xm, (58)

reducing in the �nal X-simpli�cation to

F · Xm ∼ (Ke1 · Xm
)
2
∣∣∏
i≥2

Kei · Xm.

But then, by Lemma 7.11,

(F | K) · Xm ∼ Ke1+1 · Xm
∣∣ Ke1 · Xm

∣∣∏
i≥2

Kei · Xm. (59)
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Comparing equations (58) and (59), we see that A · Xm is non-exceptional,

counter to assumption.

The second case|all X-simpli�cations of A in (57) destroy the parallel

composition on the l.h.s.|is simpler to handle. Note that the X-simpli�cation

A→X A ′ is unique (up to bisimilarity). So the situation is

(F | K) · Xm ∼ Kt · Xm | A · Xm, (60)

reducing in one X-simpli�cation to

F · Xm ∼ Kt · Xm | A ′ · Xm. (61)

The r.h.s. of equation (60) has X-valence two, which implies that the l.h.s.

of (60) also has X-valence two, which in turn implies that the l.h.s. of (61) has

X-valence one. This can only happen if the r.h.s. of (61) is a square, i.e., A ′ ∼ Kt .

But this is impossible on X-norm grounds, since ||A ′||X < ||A||X = t.

7.4 The left hand knows what the right is doing

The previous two sections provided considerable information about the l.h.s.

and r.h.s. of pumpable equations, considered in isolation. We now consider

how derivations on the two sides are coordinated. This will lead to an e�ective

inductive classi�cation of all pumpable equations.

Lemma 7.13 Let The large

component on

the l.h.s.

responds to the

small ones on the

r.h.s.

(F1 | · · · | Fr) · Xm ∼ A1 · Xm | · · · | An · Xm (62)

be any pumpable equation in completely factored form with components

arranged in non-increasing order of X-norm. We know from Theorems

7.9 and 7.12 that F1 and A1 are the unique components of largest X-norm

on the l.h.s. and r.h.s., respectively. Then any X-simpli�cation of one of

the n − 1 smallest components Aj · Xm on the r.h.s. is matched by an X-

simpli�cation F1 →X F ′1 of the largest component on the l.h.s. Moreover,

provided n ≥ 3 or ||An||X ≥ 2, i.e., the parallel composition on the r.h.s.

is preserved, the new largest component on the l.h.s. is to be found within

the parallel components of F ′1.

Proof. First we demonstrate that the largest component F1 on the l.h.s. always

responds to an X-simpli�cation of any of the n−1 smallest components Aj ·Xm

on the r.h.s. Recall (Theorem 7.12) that each Aj for 2 ≤ j ≤ n is bisimilar

to Kt for some t. Consider a counterexample of smallest X-norm:

(F1 | H) · Xm ∼ W · Xm | Kt · Xm, (63)

where H = F2 | · · · | Fr ∈ ΠK(∗) and the X-simpli�cation Kt →X Kt-1 on

the r.h.s. is matched by H →X H ′ on the l.h.s. (To see that it is possible to
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collect together the remaining n−1 components on the r.h.s. of 62 into the one

term W ·Xm , simply annihilate Aj ·Xm ∼ Kt ·Xm on the r.h.s. via a sequence of

X-simpli�cations, and observe the response on the l.h.s.) We distinguish two

cases.

If t = 1 then equation (63) specialises to

(F1 | H) · Xm ∼ W · Xm | K · Xm. (64)

In one X-simpli�cation we reach

(F1 | H ′) · Xm ∼ W · Xm

(H responds because (64) is a counterexample), implying W ∼ F1 | H ′. Note

that by Lemma 7.10(a) ||H ′||X ≥ 1, and hence ||H||X ≥ 2; moreover, we have the

option of applying a further X-simpli�cation H ′ →X H ′′ to H ′. Substituting

for W in (64) yields

(F1 | H) · Xm ∼ (F1 | H ′) · Xm | K · Xm. (65)

Now apply the sequence of X-simpli�cations

(F1 | H ′) · Xm | K · Xm →X (F1 | H ′′) · Xm | K · Xm →X (F1 | H ′′) · Xm

to the r.h.s. of (65). Since ||F1||X, ||H||X ≥ 2, the l.h.s. after the �rst X-

simpli�cation is a parallel composition; moreover its largest component has

X-norm at most ||F1||X . By Lemma 7.10(a), the l.h.s. after the second X-

simpli�cation is also a parallel composition, and by minimality of the counter-

example, its largest component has X-norm strictly less than ||F1||X . But this

is inconsistent with the r.h.s. being (F1 | H ′′) · Xm .

If t ≥ 2, then write H as Ĥ | Ks with s maximal (so that Ĥ does not

contain K as a parallel component). Because (63) is a counterexample, the

X-simpli�cation Kt →X Kt-1 on the r.h.s. is matched by H→X H ′ on the l.h.s.

By considering the change in ordinary norm, we see that it is Ks that responds

and not Ĥ. (When j ≥ 2, the X-simpli�cation K
(j) →X K

(j-1) reduces the

ordinary norm by ||K|| + m.) So starting at

(F1 | Ĥ | Ks
) · Xm ∼ W · Xm | Kt · Xm, (66)

we reach, after one X-simpli�cation,

(F1 | Ĥ | Ks-1) · Xm ∼ W · Xm | Kt-1 · Xm. (67)

By minimality of the counterexample, a further X-simpli�cation yields

(F ′1 | Ĥ | Ks-1
) · Xm ∼ W · Xm | Kt-2 · Xm. (68)

Consider what happens if the order of the X-simpli�cations on the l.h.s. is

reversed, so that F1 →X F ′1 is applied �rst and Ks →X Ks-1 second. The order

of events on the l.h.s. is now

(F1 | Ĥ | Ks
) · Xm →X (F ′1 | Ĥ | Ks

) · Xm →X (F ′1 | Ĥ | Ks-1
) · Xm.
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The end result is of course equation (68). Note, however, that the l.h.s. at the

intermediate stage di�ers according to the order of the X-simpli�cations, since

F1 | Ĥ | Ks-1 /∼ F ′1 | Ĥ | Ks. (69)

(The component F1 on the l.h.s. has strictly greater X-norm than any appearing

on the r.h.s.) Consider how the r.h.s. must respond. Since (68) has fewer copies

of Kt · Xm on the r.h.s. than (66), at least one of the two X-simpli�cations on

the r.h.s. in passing from (66) to (68) must be Kt ·Xm →X Kt-1 ·Xm . It cannot

be the �rst, by (69), nor the second, by minimality of the counterexample: a

contradiction.

We have shown that in one X-simpli�cation from equation (63) we reach

(F ′1 | H) · Xm ∼ W · Xm | Kt-1 · Xm
; (70)

it remains to show that F ′1 continues to contain the largest component on the

l.h.s., provided the parallel composition on the r.h.s. remains non-trivial. As-

sume that this is not the case, i.e., that H contains a component of strictly larger

X-norm than any in F ′1 . By Theorem 7.9, F ′1 ∈ ΠK(∗) , and hence F ′1 | H ∈ ΠK(∗) ;

thus equation (70) is covered by Lemma 7.8.

Suppose �rst that t ≥ 2. Since the unique largest component is now con-

tained within H, we have, after one further X-simpli�cation,

(F ′1 | H ′) · Xm ∼ W · Xm | Kt-2 · Xm.

Consider what happens when the X-simpli�cations on the l.h.s. of (63) are

performed in the reverse order

(F1 | H) · Xm →X (F1 | H ′) · Xm →X (F ′1 | H ′) · Xm.

As we observed earlier, the intermediate stage di�ers according to the order of

X-simpli�cations, since F1 | H ′ /∼ F ′1 | H. The r.h.s. cannot evolve in the same

way as before, and the only alternative is that there is a component Kt-1 · Xm

on the r.h.s. of (63), and that Kt-1 · Xm →X Kt-2 · Xm is performed �rst and

then Kt · Xm →X Kt-1 · Xm . But this is impossible, as the X-simpli�cation

Kt-1 · Xm →X Kt-2 · Xm must be matched by F1 .

Finally suppose t = 1. Then W ∼ F ′1 | H ∈ ΠK
(∗) and

(F1 | H) · Xm ∼ W · Xm | K · Xm.

Matching this equation against Lemma 7.8 we see that F1 | H ∈ ΠK
(∗) . In

particular, F1 is a generalised K-prime with a unique X-simpli�cation F1 →X F ′1
to another generalised K-prime F ′1 whose X-norm is at least as large as any

component of H, contradicting our assumption that the largest component has

passed to H.
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To continue our investigations of the coordination of the two sides of a pumpable

equation, it is convenient to work with a form of the equation in which the two

sides of the equation are not necessarily fully factored:

(F | H) · Xm ∼ W · Xm | R, (71)

where

R =
∏
i

Ke1 · Xm. (72)

and H ∈ ΠK
(∗) . The components F on the l.h.s. and W ·Xm on the r.h.s. are in

general parallel composites, but we insist that the factorisation of F contains

the unique largest component on the l.h.s., and W · Xm the unique largest

component on the r.h.s.

Lemma 7.14 Consider any pumpable equation in partially factored form

(71), where F and W ·Xm contain, as factors, the unique largest compon-

ents on the l.h.s. and r.h.s., respectively. Then W contains H as a factor,

so that W ∼ V | H for some V , and equation (71) can be rewritten as

(F | H) · Xm ∼ (V | H) · Xm | R. (73)

Proof. Apply any X-simpli�cation to R on the r.h.s. of (71); by Lemma 7.13,

it is F on the l.h.s. that responds. Furthermore, by the same lemma, the new

largest component is contained in the derivative of F, provided R does not

vanish. Repeating this argument ||R||X times we see that H remains unscathed,

giving (F∗ | H) · Xm ∼ W · Xm.

Lemma 7.15 Consider a partially factored pumpable equation in the formDe
ating a

pumpable

equation.
(73). Let H→X H ′ be any X-simpli�cation of H. Then

(F | H ′) · Xm ∼ (V | H ′) · Xm | R. (74)

Moreover, provided ||H||X ≥ 2, the largest component on the r.h.s. remains

in (V | H ′) · Xm.

Proof. Recall (Theorem 7.9) that H ∈ ΠK
(∗) . We �rst show that any X-

simpli�cation H →X H ′ applied to one side of (73) is matched by the same

X-simpli�cation on the other. Suppose (73) is a minimum X-norm counter-

example: more precisely, there is a generalised K-prime K(j) occurring in H

such that the X-simpli�cations K
(j) →X K

(j-1) applied to H on the two sides

of (73) do not match, as required by (74).

Re-express equation (74) as

(S | Ks
(j)) · Xm ∼ (T | Kt

(j)) · Xm | R, (75)

where S | Ks
(j)

∼ F | H, T | Kt
(j)

∼ V | H, and S and T do not contain K(j) as a

factor. Note that t ≥ s, by Lemma 7.14. In one X-simpli�cation from (75) we

arrive at

(S | Ks-1
(j)

| K
(j-1)) · Xm ∼ (T ′ | Kt

(j)) · Xm | R
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(Kt
(j)

does not respond, since (75) is a counterexample, and R does not respond

by Lemma 7.13), and in one further X-simpli�cation we arrive at one of two

possibilities:

(S | Ks-2
(j)

| K2
(j-1)) · Xm ∼ (T ′ | Kt-1

(j)
| K

(j-1)) · Xm | R (76)

(the counterexample was minimal). Alternatively, starting at (75), we may

arrive in one X-simpli�cation at

(S ′ | Ks
(j)) · Xm ∼ (T | Kt-1

(j)
| K

(j-1)) · Xm | R (77)

(again, because (75) is a counterexample), and in one further X-simpli�cation

at
(S ′′ | Ks

(j)
) · Xm

(S ′ | Ks-1
(j)

| K
(j-1)) · Xm

}
∼ (T ′ | Kt-1

(j)
| K

(j-1)) · Xm | R. (78)

Now compare equations (76) and (78), and note that the r.h.s's are identical.

However, whichever variant of equation (78) is taken, the l.h.s. of (78) has at

least one more copy of K(j) than the l.h.s. of (76), a contradiction.

Finally, we need to show, under the assumption ||H||X ≥ 2, that the largest

component on the r.h.s. stays with (V | H ′) · Xm and does not pass to R.

Suppose to the contrary that the largest (X-norm) component of (V | H ′) · Xm

is no bigger than the largest component of R. Then, by Theorem 7.12, the

r.h.s. of (74) consists only of non-exceptional factors, so that

(V | H ′) · Xm ∼
∏
k

Kfk · Xm,

for some non-increasing sequence (fk), and R is as in (72) with (ei) non-

increasing. Note that f1 ≤ e1. Starting with (73), apply a sequence of X-

simpli�cations to R to yield a parallel composition R∗ of non-exceptional factors,

whose largest factor has X-norm f1 . By Lemma 7.13, it is F that responds on

the l.h.s.:

(F∗ | H) · Xm ∼ (V | H) · Xm | R∗.

Now apply the X-simpli�cation H→X H ′ to the r.h.s.; the largest factor on the

r.h.s. occurs to a power at least two, so, by Lemma 7.11, the l.h.s. is a parallel

prime. But this is not possible, as ||F∗||X, ||H||X ≥ 2.

Lemma 7.16 Consider a pumpable equation in the form (73), where H ∈
ΠK(≤h) Suppose H∗ is any generalised K-term reachable via some sequence

of X-simpli�cations from H. Then

(F | H∗) · Xm ∼ (V | H∗) · Xm | R;

in particular,

(F | K(h)) · Xm ∼ (V | K(h)) · Xm | R,

and

F · Xm ∼ V · Xm | R.

Proof. Apply Lemma 7.15 repeatedly.
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7.5 The general form

We now show that Lemma 7.16 has a kind of converse; this will allow us to

deduce that any pumpable equation, however complex, may be obtained from

a relatively simple base equation by adding generalised K-primes evenly to the

two sides. This construction justi�es the choice of the name \pumpable" for

this class of mixed equation.

Lemma 7.17 Consider a pumpable equation in the form (73), specialisedIn
ating a

pumpable

equation.
to the case when H is a generalised K-prime:

(F | K
(h)) · Xm ∼ (V | K

(h)) · Xm | R. (79)

Note that the equation is not necessarily completely factored, but that the

unique largest prime components on the l.h.s. and r.h.s. are contained in

F and (V | K
(h)) · Xm , respectively. Then, for any H ∈ ΠK

(≤h) ,

(F | H) · Xm ∼ (V | H) · Xm | R. (80)

Furthermore, bisimulation preserving derivations of (80) are independent

of H: thus if F makes a derivation on the l.h.s. (or one of V or H

makes a derivation on the r.h.s.) then the response on the other side is

independent of H.

Proof. Fix the X-monomorphic term K. We claim that if we add the set of

pairs

P =

{〈
(F | H) · Xm, (V | H) · Xm | R

〉
: h ∈ N+, H ∈ ΠK(≤h),

and F, V, R satisfy (F | K(h)) · Xm ∼ (V | K(h)) · Xm | R

}
to the maximum bisimulation relation, the result is still a bisimulation (obvi-

ously the maximum one). It is to be understood that the equation

(F | K
(h)) · Xm ∼ (V | K

(h)) · Xm | R

appearing in the de�nition of P is of the form (73); speci�cally, F and (V |

K
(h)) · Xm satisfy the conditions placed upon them in the statement of the

lemma. We need to check that for each pair 〈P, Q〉 ∈ P and each derivation

P → P ′ there is a derivation Q→ Q ′ such that (P ′, Q ′) ∈ P ∪ ∼, and similarly

with the roles of P and Q reversed.

Take a typical pair〈
(F | H) · Xm, (V | H) · Xm | R

〉
∈ P, (81)

corresponding to a bisimilar base pair

(F | K
(h)) · Xm ∼ (V | K

(h)) · Xm | R. (82)
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Case R. Consider �rst a derivation R→ R ′ applied to the r.h.s. of (81). Recall

that, by Theorem 7.12, R is a parallel composition of non-exceptional factors of

the form Kt ·Xm . The only interesting derivations for us are X-norm decreasing

ones (the others leave the r.h.s. unchanged modulo the creation or destruction

of powers of X). Suppose, then that R →X R ′ is some X-simpli�cation of R.

By Lemma 7.13, this X-simpli�cation applied to the r.h.s. of (82) is matched

on the l.h.s. by F→X F ′ :

(F ′ | K
(h)) · Xm ∼ (V | K

(h)) · Xm | R ′.

Then, by de�nition of P,〈
(F ′ | H) · Xm, (V | H) · Xm | R ′

〉
∈ P.

Case H. Next consider a derivation H → H ′ applied to the r.h.s. of (81).

Again, the only interesting case is the X-norm decreasing one. Suppose then

that H→X H ′ is some X-simpli�cation of H. If H ′ ∈ ΠK
(≤h) then it is imme-

diate from (82) and the de�nition of P that〈
(F | H ′) · Xm, (V | H ′) · Xm | R

〉
∈ P. (83)

Otherwise, H ′ ∈ ΠK
(≤h-1) ; but then, by Lemma 7.15, we have

(F | K
(h-1)) · Xm ∼ (V | K

(h-1)) · Xm | R,

leading once more to (83).

Case V. Now consider a derivation V → V ′ applied to the r.h.s. of (81).

Recall that V may be a parallel composite. If the derivation V → V ′ induces

a reduction of an instance of K(h) in V , then �nesse by using the copy of K(h)

in H in place of the one in V . This reduces us to Case H. Otherwise, by

Lemma 7.15, the derivation V → V ′ on the r.h.s. of (82) is matched by F→ F ′

on the l.h.s., yielding

(F ′ | K
(h)) · Xm ∼ (V ′ | K

(h)) · Xm | R. (84)

Provided we can assure ourselves that the largest components on the l.h.s. and

r.h.s. remain with F ′ and (V ′ | K
(h)) · Xm ,〈

(F ′ | H) · Xm, (V ′ | H) · Xm | R
〉
∈ P

will follow from the de�nition of P. It is easy to see that the largest component

on the l.h.s. remains with F. For if not, the l.h.s. would be composed entirely

of generalised K-primes (Theorem 7.9); but then (Lemma 7.8) the r.h.s. cannot

contain an occurrence of K(h) .
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As for the r.h.s. suppose to the contrary that the largest (X-norm) compon-

ent of (V ′ | K
(h)) · Xm is no bigger than the largest component of R. Then, by

Theorem 7.12, the r.h.s. of (84) consists only of non-exceptional factors, so that

(V ′ | K(h)) · Xm ∼
∏
k

Kfk · Xm,

for some non-increasing sequence (fk), and R is as in (72) with (ei) non-

increasing. Note that f1 ≤ e1. We proceed as in the proof of Lemma 7.15.

Starting with (82), apply a sequence of X-simpli�cations to R to yield a parallel

composition R∗ of non-exceptional factors, whose largest factor has X-norm f1 .

By Lemma 7.13, it is F that responds on the l.h.s.:

(F∗ | K(h)) · Xm ∼ (V | K(h)) · Xm | R∗;

moreover, ||F∗||X > h ≥ 1. Now apply the X-simpli�cation V →X V ′ to the

r.h.s.; as this is matched by F∗, which has norm at least two, the parallel

composition on the l.h.s. is preserved. However, the largest factor on the r.h.s.

occurs to a power at least two, so, by Lemma 7.11, the l.h.s. is a parallel prime,

a contradiction.

Case F. The situations that occur as a result of the derivation F→ F ′ have

already been analysed under Case R and Case V.

Case F exhausts the possibilities and concludes the proof.

Ideally we would like a stronger version of Lemma 7.17 in which the basis

equation (79) is replaced by the the simpler equation

F1 · Xm ∼ V · Xm | R; (85)

but such a strengthening would not be valid unless complex side conditions

were placed on V . Nevertheless, the classi�cation of pumpable equations that

follows from Lemmas 7.16 and 7.17 will prove adequate, if we exercise care.

Theorem 7.18 The general form of pumpable equation isGeneral form of a

pumpable

equation. (F | H) · Xm ∼ (V | H) · Xm | R (86)

where H ∈ ΠK
(≤h) for some h, and R is a product (72) of non-exceptional

components; furthermore, the largest parallel prime factor of F has norm

greater than h and the other factors of F (if any) are generalised K-

primes; �nally, the term (V | H) · Xm contains the largest parallel prime

factor on the r.h.s. The terms F, V and R satisfy

(F | K
(h)) · Xm ∼ (V | K

(h)) · Xm | R, (87)

and equation (86) holds for all H ∈ ΠK(≤h) . Furthermore, bisimulation

preserving derivations of (80) are independent of H, as in Lemma 7.17.
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Proof. Equations (87) follows from (86) by Lemma 7.16. Then equation (86)

for general H ∈ ΠK
(≤h) follows from (87) by Lemma 7.17. (Note that the largest

factor on the r.h.s. of (87) remains with (V | K(h)) · Xm by Lemma 7.15.)

The key feature of Theorem 7.18 is that it allows us to represent the in�nite

family of equations of the form (86)|with F, V and R �xed, and H ranging

over ΠK
(≤h)|by a single \schema" with \contexts" on either side into which

an arbitrary term H ∈ ΠK
(≤h) may be slotted. (Details will be supplied when

we come to the decision procedure itself.) In general, the schema will be much

more compact than the pumpable equation itself. However, will still be too

large if the component F is.

We know that F is not a parallel composition (or more accurately need not

be a parallel composition, otherwise we could absorb extra factors into H);

furthermore, we are not too concerned if F is an atom, since the norm of the

equation will then be bounded. However, it is important for us to be able

to deal with the situation in which F is a sequential composition. Such an

equation might be monomorphic, in which case its structure is simple enough

to analyse using Theorem 5.2. Otherwise, Corollary 5.3 tells us that F factors

as F ∼ F̂ · Xm ′ , in which case (85) hides an underlying pumpable equation with

\tail" Xm+m ′ . The �nal theorem shows that this underlying equation has a

restricted form|all parallel factors of R have X-norm one|allowing further

simpli�cation to take place.

Theorem 7.19 Let When one

pumpable

equation is built

on top of another

(F | K(h)) · Xm ∼ (V | K(h)) · Xm | R (88)

be a pumpable equation in the usual not-fully-factored form (74), and sup-

pose F ∼ F̂ · Xm ′ for some F̂ and m ′ ≥ 1, and suppose further that F̂ is a

parallel composition. Then R is a power of K · Xm, and h = 1. Moreover,

V ∼ V̂ ·Xm ′ and K ∼ K̂ ·Xm ′ for some V̂ and K̂, yielding the new pumpable

equation

F̂ · Xm+m ′ ∼ V̂ · Xm+m ′ | R. (89)

Conversely, suppose K is an X-unit and

F · Xm ∼ V · Xm | R (90)

is an equation where R is a power of K · Xm . Suppose further that V has

the property that V ; V∗ and ||V∗||X = 1 entails V∗ ∼ K | Xj for some j.

Then

(F | K) · Xm ∼ (V | K) · Xm | R, (91)

i.e., noting h = 1, we recover (88).

Proof. Annihilating K
(h) from the two sides of (88), using Lemma 7.15, yields

the new pumpable equation

F̂ · Xm ′ · Xm ∼ V · Xm | R; (92)
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then, by Corollary 5.3, V ∼ V̂ · Xm ′ and (89) follows. Also by Corollary 5.3,

every (parallel) prime factor in R is bisimilar to a term of the form A ·Xm+m ′ .

Consider a typical prime factor Kj · Xm of R. Then Kj · Xm ∼ A · Xm+m ′ ∼

A · Xm ′ · Xm , entailing

A · Xm ′ ∼ Kj. (93)

Now A cannot be a parallel composition, otherwise (93) would be a pumpable

equation with only X-units on the r.h.s., which is impossible by Lemma 7.11.

But A·Xm+m ′ is a factor on the r.h.s. of a pumpable equation, namely (89), and

the only such factors for which A is a parallel prime are those of X-norm one.

It follows that j = 1. Thus R is a power of K ·Xm . Note that K ·Xm ∼ K̂ ·Xm+m ′

by Corollary 5.3.

We now show that h = 1. Suppose to the contrary that h ≥ 2. Construct

a generalised K̂-prime K̂
(h) satisfying

K̂
(h) · Xm+m ′ ∼ (K̂ · Xm+m ′

)
h ∼ (K · Xm

)
h ∼ K

(h) · Xm,

and note that K ∼ K̂ · Xm ′ . Since V̂ · Xm+m ′ contains the largest factor on the

r.h.s. of a pumpable equation, V̂ is a parallel composition. Thus, it is possible

to reduce V̂ · Xm ′ to ε in such a way that at any intermediate stage

V̂ · Xm ′ ; V̂∗ · Xm ′ ; ε, (94)

with ||V̂∗||X ≥ 2, we have that V̂∗ is a parallel composition. Consider any such

intermediate term. Certainly V̂∗ · Xm ′ /∼ K̂(h) · Xm ′ , since K̂
(h) is a parallel

prime (Observation 7.5). Neither can V̂∗ · Xm ′ contain K̂
(h) · Xm ′ as a (proper,

parallel) factor, for then we would obtain a pumpable equation of the form

V̂∗ · Xm ′ ∼ K̂
(h) · Xm ′ | S,

which again contradicts primality of K̂
(h) . So at no intermediate step in the

reduction sequence (94) does V̂∗ · Xm ′ contain K̂
(h) · Xm ′ as a factor.

Now rewrite (88) as

(F̂ · Xm ′ | K̂(h) · Xm ′
) · Xm ∼ (V̂ · Xm ′ | K̂(h) · Xm ′

) · Xm | R,

and annihilate V̂ · Xm ′ using a sequence of the type just described. Note that

the response on the l.h.s. is always by F̂, so we end up with a pumpable equation

of the form

(F̂∗ · Xm ′ | K̂
(h) · Xm ′

) · Xm ∼ K̂
(h) · Xm ′ · Xm | R ∼ (K · Xm

)
n

for some n, again contradicting Lemma 7.11. We must conclude that h = 1,

and K
(h) = K.

Finally, starting with (90) we need to deduce (91). By assumption, any

(X-free) X-unit reachable from V is bisimilar to K. Armed with this fact, we

may e�ectively construct a bisimulation relation containing (91) by mimicking
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the assumed bisimulation relation containing (90), as in Lemma 7.17. The only

misfortune that can befall us is if V reaches ε before Ki does: but this need

not occur because in a previous step some reduct of V would be bisimilar to K,

and we could have selected the explicit K instead.

8 Mixed equations with a non-series-parallel tail

Theorem 7.18 provides an e�ective characterisation of pumpable equations, i.e.,

mixed equations whose \tail" is the power of a unit X that satis�es X·X ∼ X | X.

We now need to characterise equations in which X ·X /∼ X | X. Fortunately, this

turns out to be an easier task.

Suppose we have a mixed equation

F · Xm ∼ A1 · Xm | · · · | An · Xm | Xl, (95)

where the unit X satis�es X · X /∼ X | X. By Theorem 4.2(e), the exponent m

is bounded by the maximum norm of an immediate derivative of X, and, by

Lemma 6.2, there is at least one immediate derivation X→ A · Xm , for which

A·Xm is not bisimilar to a power of X. We shall show, eventually, that m = 1, X

is �nite state, and F is not a parallel composition. Theorem 8.6 will summarise

the remaining possibilities, which almost amount to F being atomic.

Definition 8.1 For a term T , the internal parallelism IP(T) of T is the Internal

parallelism of a

term.
maximum, over all subterms of T with the form S · (T1 | T2), of the norm

||T1 | T2|| of T1 | T2. Here, S is assumed to be non-trivial. If there are no

subterms of the prescribed form, IP(T) = 0.

Lemma 8.1 Let

d = max
{
||S|| : Y → S and Y is an atom

}
.

If T → T ′ then IP(T ′) ≤ max{IP(T), d}.

Proof. Structural induction on terms.

Lemma 8.2 For any mixed equation (95) with X · X /∼ X | X: The tail contains

just one X.
(a) m = 1;

(b) if X ; T then T /∼ X2.

Proof. If m > 1 then, by Lemma 6.2, X → A · Xm ; X2 . Hence (a) fol-

lows from (b). We shall assume that (b) is false, i.e., X ; X2 , and obtain a

contradiction.

We assume that m is as large as possible|the maximum of m is well de�ned

by Theorem 4.2(e)|and start with the corresponding minimal mixed equation

Y · Xm ∼ Xm+1. (96)
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(Refer to Theorem 4.2(d).) Since X ; X2 ; X3 ; . . . , an equation of the form

F · Xm ∼ Xn (97)

holds for arbitrary n > m. For su�ciently large n, the component F is not

atomic. Can F be a sequential composition? By Corollary 5.3, equation (97)

would have to be monomorphic, otherwise F could be factored to yield a mixed

equation with a higher power of X on the l.h.s., contradicting maximality of m.

But equation (97) cannot be monomorphic, since X, and hence F, has norm-

increasing derivations.

The only remaining possibility is that F is a parallel composition; since the

r.h.s. of (97) has valence one, F must be a prime power. By the same reasoning,

the unique reduct F ′ of F is also a power. It follows that F is a power of units,

and, in light of (96),

Yn-m · Xm ∼ Xn, (98)

for arbitrarily large n, and hence (by reduction) for all n > m.

Let A be a term such that (i) X ; A · Xm , (ii) A · Xm is not itself a power

of X, but (iii) any reduct of A · Xm is a power of X. Starting with (97) and n

a large prime number, transform the r.h.s. to (A · Xm)n . The l.h.s. responds

with F ; F∗, giving

F∗ · Xm ∼ (A · Xm)n. (99)

The term F∗ is too big to be an atom. We shall see that F∗ cannot be a sequential

composition. Suppose to the contrary that it is; then, by Corollary 5.3 and

maximality of m, equation (99) is monomorphic, so that F∗ ∼ Z · F† , where Z

is a monomorphic atom. Again, F† is too large to be an atom, and cannot be

a sequential composition, by maximality of m. If F† is a parallel composition,

then IP(F∗) ≥ ||F†|| = ||F∗|| − 1, which is inconsistent with Lemma 8.1 when n

is su�ciently large. We a forced to conclude that F∗ is a parallel composition.

The r.h.s. of (99) has valence one (all reducts of A · Xm are bisimilar to a

certain power of X), so the term F∗ is in fact a power, say

Ek · Xm ∼ (A · Xm
)
n, (100)

where k ≥ 2. In the light of (98), the length of a shortest sequence of reductions

that transforms the r.h.s. of (100) to (a term bisimilar to) a power of X is equal

to that of the shortest such sequence that transforms the l.h.s. to a power of Y .

On the r.h.s. that minimum length is n, and on the l.h.s. it is a multiple of k.

Since k ≥ 2 and n is prime, n = k. But then in (100) the norm of the l.h.s. is

congruent to m (mod n), while the norm of the r.h.s. is congruent to zero.

Lemma 8.3 Suppose X ; A · X and

(F1 | F2 | . . . | Fr) · X ∼ (A · X)
2, (101)
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where Fi are parallel primes, and X · X /∼ X | X. Suppose also that the two

reductions A ·X→ A ′ ·X applied in sequence on the r.h.s. are answered by

di�erent components on the l.h.s.:

(F ′1 | F ′2 | . . . | Fr) · X ∼ (A ′ · X)2. (102)

Then F1 ∼ F2 and F ′1 ∼ F ′2.

Proof. Suppose F1 → F ′1 is the response to the �rst reduction A · X→ A ′ · X:

(F ′1 | F2 | . . . | Fr) · X ∼ A ′ · X | A · X, (103)

and F2 → F ′2 the response to the second. Consider what happens if the order

of the two reductions is reversed, i.e., the reduction F2 → F ′2 is performed �rst

and F1 → F ′1 second. We shall show that the �rst reduction F2 → F ′2 on the

l.h.s. must be matched by A · X→ A ′ · X on the r.h.s., just as before. Assume

to the contrary that F2 → F ′2 is matched by A · X→ A1 · X, with A1 /∼ A ′:

(F1 | F ′2 | . . . | Fr) · X ∼ A1 · X | A · X. (104)

Now apply the reduction F1 → F ′1 to the l.h.s.; the response on the r.h.s. is

either of the form A · X → A2 · X or A1 · X → A ′1 · X. Since the end result is

still (102), we have

(A ′ · X)
2 ∼

{
A1 · X | A2 · X, or

A ′1 · X | A · X.

In either case we see that A ′ ·X cannot be parallel prime (in the �rst because of

our assumption that A ′ ·X /∼ A1 ·X; in the second because ||A ′1 ·X|| < ||A ′ ·X||).

So A ′ · X is the l.h.s. of some mixed equation

A ′ · X ∼
∏
i

Bi · X,

and

X ; A · X→ A ′ · X ∼
∏
i

Bi · X ; X2,

in contradiction to Lemma 8.2. Hence our initial assumption that A1 /∼ A ′

was incorrect, and the r.h.s's of (103) and (104) are in fact bisimilar, entailing

F ′1 | F2 ∼ F1 | F ′2 . Since ||F ′1|| < ||F1||, and F1 and F2 are primes, F1 ∼ F2; but then

F ′1 ∼ F ′2 .

Lemma 8.4 Suppose X ; A · X, X · X /∼ X | X and F · X ∼ (A · X)2. Then

(a) F is not a parallel composition;

(b) X is �nite state.
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Proof. To prove (a), we assume that equation (101) is a minimal counter-

example and obtain a contradiction. Suppose �rst that ||A|| ≥ 2, so that ||F|| ≥ 5

where F = F1 | . . . | Fr. We could then obtain a smaller counterexample: per-

form a reduction F1 → F ′1 (to the largest prime) on the l.h.s., which is matched

by A → A ′ on the r.h.s.; and then a further reduction A → A ′ on the r.h.s.

that is answered by the l.h.s. (If r ≥ 3, or r = 2 and F1 ∼ F2, then is is clear

that the l.h.s. remains a parallel composition; if r = 2 and F1 /∼ F2, then F1

cannot be annihilated in two steps because it has norm at least three, and F2

cannot be touched by Lemma 8.3.)

We are left with the case ||A|| = 1. The r.h.s. (A ·X)2 has valence one (since

A has a unique reduction) and so must the l.h.s. It follows that F must be a

power F ∼ Ek , and since ||F ·X|| = 4 we must have E3 ·X ∼ (A ·X)2 and ||E|| = 1.

Annihilating A · X on the r.h.s. we obtain E · X ∼ A · X, while annihilating two

As we obtain E · X ∼ X | X. Hence X ; A · X ∼ X2 , which is not possible by

Lemma 8.2. This establishes (a).

For (b), start with the minimal equation Y · X ∼ X | X. If X is in�nite state

then it has arbitrarily large derivatives; in particular we may �nd an arbitrarily

large term A such that X ; A · X and A has a norm-increasing immediate

derivation. Applying this sequence of derivations to the l.h.s. of the minimal

equation, the r.h.s. is forced to follow:

F · X ∼ (A · X)
2, (105)

with ||F|| arbitrarily large. The term F is too big to be atomic, and equa-

tion (105) cannot be monomorphic since A has a norm-increasing derivative.

Thus, by Corollary 5.3, F cannot be a sequential composition. Finally, F is not

a parallel composition by part (a).

Lemma 8.5 SupposeL.h.s. is not a

parallel

composition. F · X ∼ A1 · X | . . . | An · X | Xl, (106)

is a mixed equation with X · X /∼ X | X; then the term F is not a parallel

composition.

Proof. We assume that (106) is a minimal counterexample and obtain a con-

tradiction. Suppose �rst that the counterexample has norm three (the smallest

possible). If the r.h.s. is X3 then the l.h.s. has valence one, and must be of the

form Y2 · X. Thus

Y2 · X ∼ X3 leading to Y · X ∼ X2; (107)

and X, and hence Y , is �nite state by Lemma 8.4. Let x and y denote the

lengths of the longest sequences of norm-increasing derivations available to X

and Y , respectively. Then equations (107) give 2y = 3x and y = 2x which

imply x = 0. However, we know that X has at least one norm-increasing

derivation.
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Staying with norm three, the other possibility is

(A | Y) · X ∼ A · X | X leading to Y · X ∼ X2. (108)

Again, X and Y are �nite state. First, suppose A is �nite state, and let a denote

the length of the longest sequence of norm-increasing derivations available to A.

Then equations (108) give a + y = a + x and y = 2x, again entailing x = 0.

Next, suppose that A ; A∗ where A∗ 6= ε is �nite state. Choose A∗ �rstly to

minimise the number of derivations required to reach A∗ from A, and secondly

to maximise the length a∗ of a sequence of norm-increasing transitions starting

at A∗. Then, applying A ; A∗ on the l.h.s., using a minimum-length sequence

of derivations, we reach

(A∗ | Y) · X ∼ Â · X | X,

where Â is �nite state. Thus a∗+y = â + x ≤ a∗+ x, where â is the length of

a longest sequence of norm-increasing derivations available to Â. Thus y ≤ x,

which together with y = 2x entails x = 0, a contradiction. Finally, suppose

that the only �nite state term reachable from A is ε. Starting with the left

equation in (108), apply norm-increasing derivations to Y until A responds for

the �rst time:

(A | Y∗) · X ∼ A ′ · X | X∗.

(A must eventually respond because y = 2x and x > 0.) Now reduce A ; ε

on the l.h.s. via a sequence of ||A|| < ||A ′|| reductions; the l.h.s. is now �nite

state, whereas the r.h.s. is still in�nite state. This eliminates the possibility of

a norm-three counterexample.

A minimum counterexample of norm greater than three must, as we have

seen on previous occasions, have the form

(F | Z) · X ∼ A · X | X, (109)

with ||Z|| = 1. (If either side had more than two components, or had no com-

ponents of norm one, we could easily obtain a smaller-norm counterexample.)

Moreover, again by minimality, F has a unique reduction F → F ′ matching

X → ε and A has a unique reduction A → A ′ matching Z → ε. Reducing X,

we obtain (F ′ | Z) · X ∼ A · X, and hence F ′ | Z ∼ A. Since A has a unique re-

duction, A ∼ Zt and F ′ ∼ Zt-1 where t ≥ 2. Substituting for A, equation (109)

may be rewritten as

(F | Z) · X ∼ Zt · X | X. (110)

On the other hand, applying the reduction Zt → Zt-1 to the r.h.s. of (110)

yields

F · X ∼ Zt-1 · X | X,

and since the l.h.s. has a unique reduction,

Zt-1 · X ∼ Xt. (111)
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Since X has a norm-increasing derivation, so must Z; let Z → Ẑ be one such.

Applying this derivation to the l.h.s. of (110) leads to one of two equations:

(F | Ẑ) · X ∼

{
(Z̃ | Zt-1) · X | X, or

Zt · X | B̂ · X.
(112)

where Z → Z̃ and X → B̂ · X are norm-increasing derivations. In the former

instance, let X→ B̃ ·X be the norm-increasing derivation induced when Z→ Z̃

is applied to the l.h.s. of (111), yielding

(Z̃ | Zt-2
) · X ∼ B̃ · X | Xt-1. (113)

Applying the reduction Z → ε to the r.h.s's of (112) preserves the parallel

composition on the l.h.s.|note that ||F||, ||Ẑ|| ≥ 2|and leads to

(parallel composition) · X ∼

{
(Z̃ | Zt-2) · X | X, or

Zt-1 · X | B̂ · X.

Comparing with (111) and (113), we see that both possibilities have the form

(parallel composition) · X ∼ B · X | Xt,

where B stands for either B̂ or B̃. (Note that in either case, X → B · X is a

possible derivation.) Now reduce the r.h.s. from B · X | Xt to B · X | X, via a

sequence of t − 1 reductions; the valence of the r.h.s. remains constant during

this process, and hence the parallel composition on the l.h.s. is still preserved:

(parallel composition) · X ∼ B · X | X.

Finally apply the norm-increasing derivation X→ B ·X to the r.h.s. and appeal

to Lemma 8.4 to obtain the desired contradiction.

Theorem 8.6 The general form of a mixed equation which is neither mono-General form of a

mixed equation

with X ·X =� X j X.
morphic nor pumpable is

F · X ∼ A1 · X | . . . | An · X | Xl

where F is an atom, and X is a unit satisfying X · X /∼ X | X; moreover X

is �nite state.

Proof. The term F is not a sequential composition by Corollary 5.3 and

Lemma 8.2, and is not a parallel composition by Lemma 8.5. The unit X

occurs to the power one on the l.h.s. by Lemma 8.2. Finally, by �rst reducing

to the minimal mixed equation Y ·X ∼ X | X, and then applying matched norm-

increasing derivations X→ A ·X to the r.h.s. we place ourselves in the situation

of Lemma 8.2; hence X is �nite state.
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9 The decision procedure

Subsection 9.1 will provide a high-level description of the Decision Procedure;

Subsections 9.2 and 9.3 will present its main component procedures|expansion

and simpli�cation|along with an informal commentary; �nally, Subsection 9.4

will justify correctness.

9.1 Overview

Figure 3 presents a high-level view of the proposed procedure for deciding

whether a given terms P0 and Q0 of terms is bisimilar. The procedure maintains

two sets, B and P, whose elements are pairs of terms; B initially contains just

the pair 〈P0, Q0〉, while P is empty. Roughly, our strategy is to augment the

set B until either (a) B becomes a �nite basis (in some sense) for a bisimulation

that includes the pair 〈P0, Q0〉, or (b) some inconsistency is detected. The set P,

which at all times satis�es the inclusion P ⊆ B, may be interpreted as the set

of \processed" pairs.

The computation proceeds via a sequence of nondeterministic steps, in

which a pair 〈P, Q〉 ∈ B\P is selected, processed, and added to P. The type of

processing|\expansion" or \simpli�cation"| depends on whether ||P|| exceeds

some bound b. This bound must be chosen su�ciently large; it su�ces to take

b to be twice the largest norm of any atom. As a result of processing 〈P, Q〉,
a number of new pairs may be added to B; however, we are able to bound the

norm of these processes, and hence deduce that the procedure must eventually

halt. If P0 ∼ Q0 , the nondeterministic choices can be made so that only bisim-

ilar pairs are ever added to B; in this case, the Step 3 always succeeds, and

the procedure accepts when all pairs in B have been processed. Conversely, if

P0 /∼ Q0 , then every nondeterministic branch will arrive at an inconsistency,

which will manifest itself in Step 3 failing during an \expansion." Note that,

even if P0 ∼ Q0 , many nondeterministic branches will fail; the point is that at

least one must succeed.

The elements of the set B are, in fact, slightly more general than has so far De�nition of

schema; norm of

a schema.
been admitted. In addition to simple pairs of terms, we also allow schemas of

the form 〈
(F | [ ]h) · Xm, (V | [ ]h) · Xm | R

〉
, (114)

where R is an explicit parallel composition of terms of the form Kj · Xm (i.e.,

non-exceptional factors). The notation [ ]h stands for a context into which

can be substituted any generalised K-term H ∈ ΠK
(≤h) (the same term H on

the two sides of the schema). The schema (114) is intended to stand for the

in�nite set of pairs of processes that can be obtained by such substitutions. So

the set B, though itself �nite, represents a potentially in�nite set of putatively

bisimilar pairs of processes. The norm of a schema is the norm of the l.h.s.

(which should be equal to the norm of the r.h.s.) with the context erased.
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The input is a pair of terms 〈P0, Q0〉; we are required to decide if P0 ∼ Q0 .

Step 1: If ||P0|| 6= ||Q0|| then reject.

Step 2: Set B :=
{
〈P0, Q0〉

}
and P := ∅. (The set B is used to accumulate

basis pairs; the set P ⊆ B is the set of basis pairs that have been

\processed.")

Step 3: While P ⊂ B choose a pair 〈P, Q〉 ∈ B \ P, and process 〈P, Q〉 as
follows.

• If ||P|| = ||Q|| ≤ b then attempt to expand 〈P, Q〉 (refer to Figure 4
and Section 9.2); if the expansion fails then reject.

• Otherwise (||P|| = ||Q|| > b) apply the simpli�cation step (refer to

Figure 5 and Section 9.3) to 〈P, Q〉.
Step 4: Accept. (At this point, P = B, and B is a basis for a bisimulation

containing 〈P, Q〉.)

Figure 3: A high-level view of the Decision Procedure.

In order to understand the decision procedure in greater depth, it is ne-

cessary to introduce the notion of �nite approximation (from above) to the

maximum bisimulation relation ∼.

Definition 9.1 The sequence of binary relations (∼k: k ∈ N) on Proc isFinite

approximants �k

to the maximum

bisimulation �.

de�ned as follows. For all P, Q ∈ Proc: (i) P ∼0 Q, and (ii) P ∼k+1 Q i�

• for all P ′ ∈ Proc and a ∈ Act such that P
a→ P ′, there exists Q ′ ∈ Proc

such that Q
a→ Q ′ and P ′ ∼k Q ′; and

• for all Q ′ ∈ Proc and a ∈ Act such that Q
a→ Q ′, there exists

P ′ ∈ Proc such that P
a→ P ′ and P ′ ∼k Q ′.

Proposition 9.1 P ∼ Q i� P ∼k Q for all k ∈ N.� is a limit of the

sequence (�k).

Proof. Since ∼ ⊆ ∼k , for all k, the forward implication is immediate. For the

reverse implication, take any pair P, Q ∈ Proc satisfying P ∼k Q for all k. For

any derivation P
a→ P ′ there is a sequence of responses Q

a→ Q ′k such that

P ′ ∼k Q ′k for all k. But the sequence (Q ′k) contains only �nitely many distinct

processes|this is the \image-�niteness" property of PA|so some process Q ′

must occur in�nitely often. This process has the property that P ′ ∼k Q ′ for

all k. Thus the binary relation
⋂
k ∼k satis�es the condition for a bisimulation

relation, and hence is contained in ∼.
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The input is a pair of terms or a schema 〈P, Q〉 to be expanded. If 〈P, Q〉
is a pair of simple terms, go to Case TT; if it is a schema, go to Case Sa.

Case TT: For each derivation P
a→ P ′ nondeterministically guess a deriv-

ation Q
a→ Q ′ and set B := B + 〈P ′, Q ′〉; if no derivation Q

a→ Q ′

exists, halt and report failure. Repeat this procedure with the roles

of P and Q reversed. If responses were proposed for all possible de-

rivations, then halt and report success.

Case Sa: (Refer to Theorem 7.18.) Suppose P = (F | [ ]h) · Xm and Q =

(V | [ ]h) · Xm | R.

(a) For each derivation F
a→ F ′ nondeterministically guess a derivation

V
a→ V ′ or R

a→ R ′ and set

B := B +
〈
(F ′ | [ ]h) · Xm, (V ′ | [ ]h) · Xm | R

〉
, or (115)

B := B +
〈
(F ′ | [ ]h) · Xm, (V | [ ]h) · Xm | R ′

〉
, (116)

as appropriate. If no such derivation can be found, halt and report

failure.

(b) For each derivation R
a→ R ′ , nondeterministically guess a deriva-

tion F
a→ F ′ and perform assignment (116). If no such derivation

can be found, halt and report failure.

(c) For each derivation V
a→ V ′ , either

• nondeterministically guess a derivation F
a→ F ′ and perform

assignment (115), or

• provided Kh
a→ Kh-1 | Xi ,

B := B +
〈
(F̂ | [ ]h) · Xm, (V̂ | [ ]h) · Xm | R

〉
, and (117)

B := B +
〈
(F̂ | [ ]h-1) · Xm, (V̂ | [ ]h-1) · Xm | R

〉
, (118)

where F̂ = F | Kh-1 | Xi and V̂ = V ′ | Kh . If there is no

reduction of Kh via action a, halt and report failure.

(d) Set B := B +
〈
(F | [ ]h-1) · Xm, (V | [ ]h-1) · Xm | R

〉
. (If h = 1,

the result is no longer a schema, just a pair of processes.)

If responses were proposed for all possible derivations, then halt and

report success.

Figure 4: The Expansion Procedure.
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9.2 Expansion

The Expansion Procedure is presented in Figure 4. In certain steps of this and

subsequent procedures the reader is referred Theorems or Lemmas which justify

those steps. The proof of correctness is an inductive argument that uses the

cited results to provide the inductive steps. The Expansion Procedure is easy

to appreciate at an abstract level. Given a pair 〈P, Q〉 ∈ B \ P we would like

to test whether P ∼ Q. Since 〈P, Q〉 may be a schema, we have to make clear

what we mean by bisimilarity in this case. For a schema 〈P, Q〉 we write P ∼ Q

(respectively P ∼k Q) if the two side of the schema are bisimilar (respectively,

bisimilar up to k steps) for all valid substitutions into the context.

If indeed it is the case that P ∼ Q, then for each derivation P
a→ P ′ there

will be a matching derivation Q
a→ Q ′ with P ′ ∼ Q ′ (and vice versa). (What

is meant by derivation in the case of a schema is made explicit in Figure 4;

note the importance here of uniformity of bisimulation-preserving derivations,

as assured by Theorem 7.18.) Provided the Expansion Procedure makes the

correct nondeterministic choices at every step, only bisimilar pairs will ever be

added to B. On the other hand, if P /∼ Q then there is an integer k such that

P /∼k Q; consider the minimal such k. Whatever non-deterministic choices are

made by the Expansion Procedure, it will be forced at some point to add a pair

〈P ′, Q ′〉 to B for which P ′ /∼k-1 Q ′.

Consider the set B of bisimilar pairs 〈P, Q〉 reachable from 〈P0, Q0〉 by
some sequence of expansion steps. If we knew an a priori upper bound b on

the norm of (pairs of) processes contained in B, we would be done. For suppose

P0 ∼ Q0. Then, provided the correct nondeterministic choices are always made,

only bisimilar pairs will be added to B. Eventually B = B, at which point the

Decision Procedure halts and accepts. On the other hand, suppose P0 /∼ Q0.

The the Decision Procedure is doomed to add pairs 〈P, Q〉 to B such that

P /∼k Q for smaller and smaller values of k. Eventually, a pair will be added

such that P /∼0 Q; when this pair is processed the expansion step will fail, and

the Decision Procedure will halt and reject.

In reality, of course, there is no such bound b, so we must somehow control

the norm of (pairs of) processes entering B: this is the role of the Simpli�cation

Procedure, described in the following subsection. Although the details of the

Expansion Procedure are mostly routine, the assignments (117) and (118) and

the circumstances in which they are invoked may appear mystifying. At �rst

sight, this step of the procedure may appear unnecessary, since Lemma 7.16

assures us that derivations involving generalised K-primes on the r.h.s. are

matched by similar derivations on the l.h.s. However, we must remember that

V may contain Kh as a factor when F does not; in this case, as in the Proof of

Lemma 7.17, we may need to \steal" a Kh from the generalised K-term sitting

in the context [ ]h . After stealing from [ ]h there may or may not be any Kh

remaining, leading to the two possibilities represented by (117) and (118).
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The input is a pair 〈P, Q〉. Go to Case Sa if 〈P, Q〉 is a schema; otherwise, go

to Case SS if P and Q are both (formal) sequential compositions, Case PP

if they are both parallel, and case SP if (after possible relabelling) P is

sequential and Q is parallel.

Case SS: (Refer to Lemma 9.2.) Let P = P1 · P2 and Q = Q1 ·Q2 , and

assume, without loss of generality, that ||P1|| > ||Q1||. Nondetermin-

istically guess R with ||R|| = ||P1|| − ||Q1||, and set

B := B + 〈P1, Q1 · R〉+ 〈R · P2, Q2〉.

Case PP: (Refer to Lemma 9.2.) Let P = P1 | P2 and Q = Q1 | Q2 .

Nondeterministically guess R1, S1, R2, S2 with ||R1|| + ||S1|| = ||P1|| and

||R2|| + ||S2|| = ||P2||. Then

B := B + 〈P1, R1 | S1〉+ 〈P2, R2 | S2〉+ 〈R2 | S1, Q1〉+ 〈R1 | S2, Q2〉.

Case SP: Refer to Figure 6.

Case Sa: Refer to Figure 7.

Finally set P := P + 〈P, Q〉, recording the processing of the pair 〈P, Q〉.

Figure 5: The Simpli�cation Procedure.

9.3 Simplification

The Simpli�cation Procedure presented in Figures 5, 6 and 7 is invoked

whenever a pair 〈P, Q〉 is processed whose constituent processes exceed, in

norm, a certain bound b. The bound b is set larger than the norm of any

atom, so we are guaranteed that P and Q are (explicit) sequential or parallel

compositions. If P and Q are either both sequential (Case SS) or both parallel

(Case PP) compositions, then the simpli�cation step is straightforward: the

unique sequential (respectively, parallel) decomposition theorem allows 〈P, Q〉
to be replaced by two (respectively, four) equivalent pairs of strictly smaller

norm. In Case SS, for example, P = P1 · P2 ∼ Q1 · Q2 = Q if and only if

there exists a term R, of the appropriate norm, such that both P1 ∼ Q1 · R and

R · P2 ∼ Q2 .

Next, Case SP covers the situation where P or Q is a sequential composition

and the other is parallel; suppose, without loss of generality that it is P that

is sequential. We use the structure theory developed in Sections 4{8 to replace

the pair 〈P, Q〉 by a number of equivalent pairs of lesser or equal norm. Note

that this time the norm does not necessarily decrease; however, if the norm

remains that same, the new pair will be of sequential-sequential or parallel-
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Case SP: Let P = P1 · P2 and Q = Q1 | Q2 . Nondeterministically select

and perform one of options (a){(c) below.

(a) (Refer to Theorem 5.2.) Nondeterministically guess a mono-

morphic atom Y , a term T and a positive integer n satisfying

n(||T || + 1) = ||P||; then set

B := B + 〈P1 · P2, Y · (T | (Y · T)
n-1

)〉+ 〈Q1 | Q2, (Y · T)
n〉.

(b) (Refer to Lemma 6.7.) Nondeterministically guess a series-parallel

atom X, a term T and positive integers m and i such that ||T || +

m + i = ||P||; then set

B := B + 〈P1 · P2, (T | Xi
) · Xm〉+ 〈Q1 | Q2, T · Xm | Xi〉.

(c) (Refer to Theorem 7.18 and Lemma 7.6.) Nondeterministically

guess a series-parallel unit X, an X-monomorphic X-unit K, pos-

itive integers h and m, and a system of generalised K-primes

K = K(1), K(2), . . . , K(h) . Now guess terms F and V , a generalised

K-term H ∈ ΠK
(≤h) , and a parallel product R of non-exceptional

factors (terms of the form Kj · Xm), all subject to the constraint

||F|| + ||H|| + m ||X|| = ||V || + ||H|| + m + ||R|| = ||P|| = ||Q||.

Then set

B := B + 〈P1 · P2, (F | H) · Xm〉
+ 〈Q1 | Q2, (V | H) · Xm | R〉
+ 〈(F | [ ]h) · Xm, (V | [ ]h) · Xm | R〉.

Figure 6: The Simpli�cation Procedure (continued).
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Case Sa: The input is a schema
〈
(F | [ ]h) · Xm, (V | [ ]h) · Xm | R

〉
whose

norm exceeds the bound b. There are two possibilities: F is either a

parallel (SubCase P) or sequential (SubCase S) composition (its norm

is too large for it to be an atom).

SubCase P: (Refer to Theorem 7.18.) Nondeterministically guess

a number h ′ in the range 1 ≤ h ′ ≤ h, and terms F̂, V̂ , and

H ∈ ΠK
(≤h ′) , satisfying the norm conditions ||F̂|| + ||H|| = ||F|| and

||V̂|| + ||H|| = ||V ||. Then set

B := B+ 〈F, F̂ | H〉+ 〈V, V̂ | H〉+
〈
(F̂ | [ ]h) ·Xm, (V̂ | [ ]h) ·Xm | R

〉
.

SubCase S: (Refer to Theorem 7.19 and Lemma 9.3.) Verify that

h = 1, R = (K ·Xm)i for some i ≥ 1, and V has the property that

V ; V∗ and ||V∗||X = 1 entails V∗ ∼ K | Xj for some j. (For a

procedure to check the latter last condition, see Figure 8.) If any

of these three conditions fail, halt and reject. Otherwise, set

B := B + 〈F · Xm, V · Xm | R〉.

Figure 7: The Simpli�cation Procedure (concluded).

parallel type, so its norm will be decreased at a subsequent simpli�cation step.

The generalised K-primes used here are constructed using Lemma 7.6.

By setting the bound b larger than the norm of any atom, we avoid match-

ing 〈P, Q〉 against a mixed equation with a non-series-parallel tail; for by The-

orem 8.6, such an equation has l.h.s. F · X where F is atomic. This leaves three

possibilities (assuming P ∼ Q):

(a) The pair 〈P, Q〉 matches (its components are bisimilar to the two sides of)

a monomorphic equation (see Theorem 5.2).

(b) The pair 〈P, Q〉 matches a trivial mixed equation of the form described in

Theorem 6.7.

(c) The pair 〈P, Q〉 matches a pumpable equation (see Theorem 7.18).

These four possibilities are picked up by the correspondingly labelled options

in Case SP of the simpli�cation procedure (refer to Figure 6).

Finally, Case Sa deals with the possibility that 〈P, Q〉 is a schema. The term

F is too large in norm to be an atom, so it must be either a parallel or sequential

composition. In the former case, F must have accumulated some generalised K-

factors which must now be shipped into the context, where they belong. In the

latter case, the schema must hide a pumpable equation with a longer tail (higher
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Search(T · Xi):

This recursive procedure takes a term T, explicitly given in the form

T · Xi . It searches systematically through all derivatives T ; T∗ with

||T∗||X = 1, and veri�es that all such T∗ satisfy T∗ · Xi ∼ K | Xj , for

some j. The top level call to the procedure has i = 0.

(a) Has the parameter T ·Xi been processed before by this procedure?

If so, return immediately.

(b) Is T a formal parallel composition T = T1 | T2? If so, perform the

following:

• if ||T1||X > 0, call Search(T1 · Xi);

• if ||T2||X > 0, call Search(T2 · Xi);

and return.

(c) Is T a formal sequential composition T = T1 · T2? If so, perform

the following:

• if ||T2||X > 0, call Search(T2 · Xi) and return; else

• [ ||T2||X = 0 ] if ||T2|| + i ≥ ||K||, halt and reject; else

• [ ||T2||X = 0 and i ′ = ||T2||+ i < ||K|| ] call Search(T1 ·Xi ′), and

return.

(d) Otherwise T is an atom.

• If ||T ||X > 1 then, for all derivations T → T ′ , call Search (T ′ ·
Xi); else

• [ ||T ||X = 1 ] if T does not satisfy T · Xi ∼ K | Xj for some i,

halt and reject. (Refer to Figure 9 for a procedure to decide

the latter condition.)

Figure 8: Searching derivatives of X-norm one.

value of m), which must now be revealed. This is the situation described in

Theorem 7.19. The one algorithmically non-trivial premise of Theorem 7.19

is handled by procedure Search of Figure 8, and its attendant procedure K-

Bisim of Figure 9. Both are conceptually quite straightforward: the former is

just a closure operation, while the later only has to deal with bisimilarity of

X-units.

9.4 Correctness

Recall that 〈P0, Q0〉 is the input to the Decision Procedure, the pair of processes

we wish to test for bisimilarity. We show separately that: if P0 ∼ Q0 then the

procedure halts and accepts its input, and if P0 /∼ Q0, it halts and rejects.

The former implication is the easier: we just need to check that the procedure
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K-Bisim(T · Xi, K | Xj):

This non-deterministic, recursive procedure tests bisimilarity of two

X-units.

(a) Have these parameters been processed before by this procedure?

If so, return immediately.

(b) Is T a formal parallel composition T = T1 | T2? If so, perform the

following (without loss of generality assume ||T2||X = 0):

• if j ′ = j − ||T2|| < 0, halt and reject; else,

• call K-Bisim(T1 · Xi, K | Xj ′).

(c) Is T a formal sequential composition T = T1 · T2? If so, perform

the following:

• if ||T2||X > 0, halt and reject; else,

• [ ||T2||X = 0 ] if ||T2|| + i ≥ ||K||, halt and reject; else

• [ ||T2||X = 0 and i ′ = ||T2|| + i < ||K|| ] call K-Bisim(T1 · Xi ′ , K |

Xj) and return.

(d) Otherwise T is an atom. For all derivations T → T ′, so the

following: derivation K→ K | Xj ′ or K→ Xj ′ . Then:

• if ||T ′||X = 0, verify that there is a matching derivation K →
Xj ′ with ||T ′ · Xi|| = ||Xj ′|| (halt and reject if none exist); else

• if ||T ′||X = 1, non-deterministically guess a matching deriva-

tion K→ K | Xj ′ with matching norm (halt and reject if none

exist), and call K-Bisim(T ′ · Xi, K | Xj ′); else

• [ ||T ′||X > 1 ] halt and reject.

Figure 9: Testing whether an X-unit is bisimilar to K.

is always able to keep the set B free from non-bisimilar pairs. For the latter

implication, we rely on the following simple fact.

Lemma 9.2 For all k, the relation ∼k is a congruence with respect to se-

quential and parallel composition; that is, ∼k is an equivalence relation on

terms that satis�es

P ·Q ∼k P̂ · Q̂ and P | Q ∼k P̂ | Q̂,

for any terms P, P̂, Q and Q̂, with P ∼k P̂ and Q ∼k Q̂.

This fact will be applied in the contrapositive form: e.g., if P | Q /∼k P̂ | Q̂ then

either P /∼k P̂ or Q /∼k Q̂. We also need a level-k approximation version of the

\lifting" part of Theorem 7.19.
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Lemma 9.3 Let K be an X-unit, and suppose

F · Xm ∼k V · Xm | R,

where R is a power of K · Xm. Suppose further that V has the property

that V ; V∗ and ||V∗||X = 1 entails V∗ ∼ K | Xj for some j. Then

(F | Ki
) · Xm ∼k (V | Ki

) · Xm | R,

for all i.

All the machinery is in place for the main result.

Theorem 9.4 The procedure presented in Figure 3 correctly decides bisim-

ilarity of PA terms in doubly exponential nondeterministic time.

Proof. The Simpli�cation Procedure never produces terms whose norm is larger

than the norm of its input. The Expansion Procedure can only produce terms

reachable in one derivation from a term of norm at most b. Thus the set B

contains only terms whose norm is bounded by B = max{||P0||, b + i}, where i

is the maximum of ||Z ′|| − ||Z|| over all atoms Z and derivations Z→ Z ′ . Since

there are only a �nite number of terms with norm bounded by B, the procedure

must terminate.

It is straightforward to check that if P0 ∼ Q0 then there is some sequence of

non-deterministic choices that causes the procedure to accept its input 〈P0, Q0〉.
Speci�cally, one checks that whenever a new pair 〈P, Q〉 is added to B, the

procedure has the 
exibility to choose processes P and Q with P ∼ Q. Thus

the set B only contains bisimilar pairs, and the procedure terminates only when

P = B.

Finally suppose P0 /∼ Q0 . We need to verify that the procedure rejects its

input 〈P0, Q0〉 whatever non-deterministic choices are made. For terms P, Q

de�ne κ(P, Q) to be

κ(P, Q) =

{
min{k : P /∼k Q} if P /∼ Q;∞ otherwise.

Note that κ is well de�ned by the \image �niteness" property of PA, viz, that

any PA term has only �nitely many (immediate) derivatives. Image �niteness

implies P ∼ Q i� P ∼k Q for all k. Applying the Expansion Procedure to any

pair 〈P, Q〉 with κ(P, Q) = k <∞ is bound to produce at least one pair 〈P ′, Q ′〉
for which κ(P ′, Q ′). If we can prove that applying the Simpli�cation Procedure

to any pair 〈P, Q〉 with κ(P, Q) = k <∞ will produce at least one pair 〈P̃, Q̃〉
with κ(P, Q) ≤ k and ||P̃|| < ||P||, then we are done: the Decision Procedure will

halt and reject by induction on lexicographic ordering on pairs (κ(P, Q), ||P||).

(Actually, this situation does not quite obtain: one may have ||P̃|| = ||P||, but

in that case the original simpli�cation step is immediately followed by another

that does reduce the norm.)
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To verify that the Simpli�cation Procedure satis�es this property, it is ne-

cessary to assess each of the cases in the light of Lemma 9.2 (or for SubCase S

of Figure 7, in the light of Lemma 9.3). Take, as an example, the Case SS of

the Figure 5, i.e., the �rst case. If κ(P1, Q1 ·R) ≥ k and κ(R ·P2, Q2) ≥ k, then

P1 ∼k Q1·R and R·P2, ∼k Q2. Then, by Lemma 9.2, P1·P2 ∼k Q1·R·P2 ∼k Q1·Q2,

and hence κ(P1 · P2, Q1 ·Q2) ≥ k. Equivalently, if κ(P1 · P2, Q1 ·Q2) = k then

either κ(P1, Q1 · R) ≤ k or κ(R · P2, Q2) ≤ k. Either way, the norm is reduced.

The other cases may be argued similarly.

The (syntactic) size of processes in B is bounded by B, which in turn is

exponential in the size of the (syntactic description) of the set of productions

describing derivations, which we take to be the input size. Thus the cardinality

of B is doubly exponential in the input size. The non-deterministic time-

complexity of the decision procedure is thus doubly exponential.
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